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Abstract—This paper rigorously introduces the concept of model-based mutation testing (MBMT) and positions it in the landscape of mutation testing. Two elementary mutation operators, insertion and omission, are exemplary applied to a hierarchy of graph-based models of increasing expressive power including directed graphs, event sequence graphs, finite-state machines and statecharts. Test cases generated based on the mutated models (mutants) are used to determine not only whether each mutant can be killed but also whether there are any faults in the corresponding system under consideration (SUC) developed based on the original model. Novelties of our approach are: (1) evaluation of the fault detection capability (in terms of revealing faults in the SUC) of test sets generated based on the mutated models, and (2) superseding of the great variety of existing mutation operators by iterations and combinations of the two proposed elementary operators. Three case studies were conducted on industrial and commercial real-life systems to demonstrate the feasibility of using the proposed MBMT approach in detecting faults in SUC, and to analyze its characteristic features. Our experimental data suggests that test sets generated based on the mutated models created by insertion operators are more effective in revealing faults in SUC than those generated by omission operators. Worth noting is that test sets following the MBMT approach were able to detect faults in the systems that were tested by manufacturers and independent testing organizations before they were released.

Index Terms—mutation testing, model-based testing, model-based mutation testing, mutation operator, insertion operator, omission operator, fault detection capability

1 Introduction

Testing is one of the most commonly used techniques for assuring quality in the software industry. It entails the execution of the software in its real environment, under real-life conditions. The initial step of software development is usually the requirements elicitation, and its outcome is the specification of the system’s behavior. It is important to generate test cases and define appropriate testing processes at this early stage, long before the implementation begins, in compliance with the user’s expectancy of how the system should behave. An advantage of this is to avoid faults being detected at late stages, when they could have been detected much earlier and fixed less expensively. There are techniques to visualize and represent the relevant features of the system under consideration (SUC) in its environmental context, leading to a model of the SUC. These models are increasingly being used as a basis (in the context of model-based testing (MBT)) to generate test cases which satisfy certain criteria, for example, coverage of every node in the model. These tests are then used to validate the SUC. The assumption is that the model is correct, and if the behavior of SUC is consistent with that of the model during conformance testing against test cases generated above, then the SUC must also be correct.

A broad variety of formal or informal models exist for modeling software as recommended in standards such as UML [1] or TTCN-3 [2]. These models describe the SUC at different levels of granularity and preciseness. Graph-based models
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*Authors are listed in the alphabetical order of their last names.
1The terms “program,” “software,” “application,” and “implementation” are used interchangeably, whenever appropriate.
consist of nodes and arcs. The semantic meaning associated with these nodes and arcs determines the level of precision of the SUC description. The issue of which model to use is not determined solely by identifying which is most suitable for modeling the SUC, but also by taking into account other factors (especially when considering the proposed MBMT approach in Section 3) such as how easily the model can be mutated with respect to certain mutation operators and how test cases can be generated for the model. In this paper, we choose the following formal graph-based models in order of increasing expressive power: (i) Directed graphs (DG) include no semantics; that is, nodes and arcs have no interpretation. The paper uses them to introduce notions, especially mutation operators, syntactically. (ii) Event sequence graphs (ESG) interpret nodes as events and arcs as sequences of events ([3]). (iii) Finite-state machines (FSM) interpret nodes as states, whereas arcs labeled by events symbolising state transitions. (iv) Statecharts (SC) consider concurrency and hierarchy aspects [4,1].

A fundamental problem of testing stems from the huge variety of possible software faults to be considered. For this purpose, mutation testing techniques generate faulty versions of a software system (namely, mutants) by introducing simple but representative faults using mutation operators (which are also known as mutant operators in the literature). Different strategies have been proposed for mutation testing. Some are applied to source code of the SUC while others are applied to models derived from specifications. Mutants generated can be used at the unit testing [5,6], as well as at the integration testing level [7] (further details on related work are given in Section 6). A common problem of these studies is that they use a large number of mutation operators to generate mutants because they empirically determine the mutation operators based on selected fault models. This makes it arguable as to the exact number of operators that should be developed for a given fault model. A different approach is used in this paper by introducing two elementary mutation operators: insertion and omission. Starting with a DG as the underlying model, the elementary operators are applied to other models, such as ESG, FSM, and SC in the same manner. This is also a major difference between this paper and other studies, such as [7,8,9,10,11,12,13,14,15,16]. Many mutation operators known from literature can be reduced to these two elementary operators and their combinations and iterations. For example, the “sdl” operator in the Mothra tool set [17] deletes a statement that is equivalent to an “omission” operator, and the “svr” operator does a scalar variable replacement that is an “omission” followed by an “insertion.” In fact, mutants generated by the mutation operators in the aforementioned literature could be viewed as special cases of the fault model developed in this paper. However, mutants generated by the two elementary operators (with multiple iterations) and their combinations presented in this paper might not be generated by the operators introduced by other authors. Refer to Section 4.4 for more details.

The primary objective of this paper is to propose a precise model-based mutation testing (MBMT) approach. We view the SUC as a black box and assume that the source code is not available. Hence, it cannot be mutated. Instead, a model (say \( M \)) is available and will be mutated. We further assume that the conformance between \( M \) and the corresponding SUC has also been validated by a test set \( T \) created by applying an appropriate test generation algorithm (say \( \Phi \)) to \( M \). The proposed elementary mutation operators, insertion and omission, generate a set of mutated models (mutants) when applied to \( M \). The same test generation algorithm \( \Phi \) which has been applied to \( M \) will be applied to these mutants to generate a test set for each mutant. While using test cases from these sets to determine whether a mutant can be killed, the same test cases can help us detect faults in SUC which have not been revealed during the conformance testing described above using \( T \). In other words, we attempt to assess the fault detection capability of \( T \). This is definitely a different view than the ones found in the literature, e.g.,[18]. Note also in contrast to the code-based mutation testing, mutants in MBMT are classified into more categories as described in other approaches to MBMT. The later sections, especially Section 3, will precisely explain this novel interpretation of MBMT.

Three case studies on industrial and commercial applications covering interactive, reactive, and proactive systems were conducted to demonstrate the feasibility of using the proposed MBMT approach and to discuss its characteristic features. The results of our experiments suggest that tests generated by the proposed approach can be effective in detecting faults in the corresponding SUC. For example, in the third case study (the control terminal of a marginal strip mower), the test cases generated by the approach described here could detect faults in the released version that were not found by the previous (and independent) testers, such as a technical control board in Germany.

The remainder of the paper is organized as follows. Section 2 summarises MBT and reviews the models and test generation processes selected for our study. Section 3 discusses MBMT and explains the difference between this new approach and the code-based mutation testing. Section 4 defines the elementary mutation operators and compares them with other mutation operators reported in the literature. Section 5 presents case studies including results, analysis and discussion. Section 6 gives related work. Our conclusion and future work appear in Section 7.
2 Modeling and Model-Based Testing

In modeling and model-based testing (MBT), features of an SUC are described by a model $M$ that is constructed in accordance with the specification (note that specification-based testing does not necessarily require a model). As mentioned in the introduction, it is assumed that $M$ is correct, and its correctness has been assured, for example, by using model checking techniques [19] with respect to some properties derived from the requirements. A test generation algorithm $\Phi$ using a test selection criterion [20], for example, covering every node if $M$ is graph-based, is applied to $M$ such that $\Phi(M)$ generates a test set $T=\{t_1, t_2, \ldots, t_n\}$ with each $t_i$ ($i=1, \ldots, n$) being a test case as an ordered pair $t_i = (\text{input to the SUC, expected output from the SUC}) \in T$. If no failures are observed when SUC is executed against $T$, we conclude that SUC is consistent with $M$ (with respect to $T$). Since we assume $M$ is correct, we may consequently assume SUC is correct. However, this assumption may not extend to test cases that are not in $T$. Hence, even if the execution of $T$ does not reveal any faults in SUC, it does not imply SUC is correct. This leads to an important question: how good is $T$ in terms of detecting faults? To answer this question, we need to have a way to assess the fault detection capability of $T$. To exemplify our approach, a summary of our models is presented below.

Definition 1. A directed graph $DiGraph = (N, A)$ is an ordered pair where $N$ is a finite set of nodes and $A \subseteq N \times N$ is a set of arcs.

In Definition 1, the nodes and arcs do not have any semantics.

2.1 Event Sequence Graphs

For exemplifying modeling, model-based testing, and model mutation, we interpret the nodes of a DG as events and arcs as sequences of events leading to event sequence graphs (ESG) [3]. Generally, an event represents an externally observable phenomenon, such as an environmental or a user stimulus, or a system response punctuating different stages of the system activity of an SUC, which is assumed to be deterministic. ESG are commonly used for analysis and validation of user interface requirements and are similar to the concept of event flow graphs [21]. We choose ESG because it intensively uses formal graph-theoretical notions and algorithms [22].

Definition 2. An event sequence graph $ESG = (DG, \Xi, \Gamma)$ is a directed graph, where

- $DG = (E, A)$ is a directed graph as defined in Definition 1 with $E$ being a finite set of events and $A \subseteq E \times E$ being a set of arcs
- $\Xi$ (entry events) $\subseteq E$ and $\Gamma$ (exit events) $\subseteq E$ are sets of distinguished events with $|\Xi| \geq 1$ and $|\Gamma| \geq 1$

The syntax of a valid ESG requires that every event has to be reached by an entry and that from every event an exit has to be reached; otherwise the ESG is invalid. To identify the entry and exit events of an ESG graphically, every $\xi \in \Xi$ is preceded by a pseudo-event ‘[’ $\in E$ and every $\gamma \in \Gamma$ is followed by a pseudo-event ‘]’ $\in E$. Pseudo-event represented by node ‘[’ $\in E$ and pseudo-event represented by node ‘]’ $\in E$. Pseudo-events are annotations and do not belong to $DG$. The semantics of the arcs of an ESG are as follows. For two events, $\psi$ and $\psi' \in E$, $\psi'$ must be enabled after the execution of $\psi$ if and only if $(\psi, \psi') \in A$. It is assumed that a DG has to be strongly connected. Even if at most one arc in $A$ is missing to have the graph strongly connected, the graph is still valid. An example of an ESG is given in Fig. 1 that models a simple CD player.

![Fig. 1. A sample ESG](image)

In Fig. 1, the $DG = (E, A)$, where $E = \{\text{Play, Pause, Stop}\}$ and $A = \{<\text{Play,Pause}>, <\text{Play,Stop}>, <\text{Pause,Play}>, <\text{Pause,Stop}>, <\text{Stop,Play}>\}$. $DG$ of the sample ESG given in Fig. 1 is strongly connected.

Definition 3. Let $E$ and $A$ be the finite set of events and arcs of an ESG. Any sequence of events $(e_1, \ldots, e_k)$ with $e_i \in E$ for $i=1, \ldots, k$ is an event sequence (ES) of length $k$, if $(e_i, e_{i+1}) \in A$ for $i=1, \ldots, k-1$. 
Definition 4. An ES = (e₁, ..., eₖ) is a complete event sequence (CES) if e₁ ∈ Ξ and eₖ ∈ Γ.

Each CES represents a walk from the entry of an ESG to its exit, realized by a chain of user inputs and system responses. A test case is an ordered pair of an input and an expected output of the SUC. A test set can contain any number of test cases. A CES of an ESG can be used as a test case for the corresponding SUC. The test cases are thereby formed by the events, particularly by the user activities (inputs) and the expected system responses (outputs). A test execution with respect to a CES fails if and only if the CES cannot reach the corresponding exit event due to a failure, such as a system crash or if it reaches an exit event but does not produce the expected outputs.

Fig. 2 presents a coverage-based test generation process to produce a set of CES covering all event sequences of a required length in a given ESG. Let the length of each test case (each CES) be the number of events it has. The total length of a test set is the sum of the lengths of all its test cases. To minimize this length, solutions of the Chinese Postman Problem can be used; that is, finding the shortest path or circuit in a graph by visiting each arc. Polynomial algorithms supporting this test generation process have been published before, e.g., in our previous work [22]. The reason for such minimization is to reduce the cost of test execution.

Referring to the ESG in Fig. 1, we have event sequence sets of different lengths. For example:

\[ \text{ES}_2 = \{\text{event sequences of length 2}\} \]
\[ = \{(\text{Play, Pause}), (\text{Pause, Play}), (\text{Play, Stop}), (\text{Stop, Play}), (\text{Pause, Stop})\}. \]

To cover all the sequences in \( \text{ES}_2 \), a test set \( \mathcal{T} = \{\text{Play, Pause, Play, Stop, Play, Stop}\} \) with one CES is generated using the process in Fig. 2. \( \mathcal{T} \) has a total length of 7, which is the minimum among all the test sets that can cover the five event sequences in \( \text{ES}_2 \). Similarly, we have

\[ \text{ES}_3 = \{\text{event sequences of length 3}\} \]
\[ = \{(\text{Play, Stop, Play}), (\text{Play, Pause, Play}), (\text{Play, Pause, Stop}), (\text{Pause, Play, Stop}), (\text{Pause, Play, Pause}), (\text{Pause, Stop, Play}), (\text{Stop, Play, Stop}), (\text{Stop, Play, Pause})\}. \]

To cover all the sequences in \( \text{ES}_3 \), another test set \( \mathcal{T}' \) is generated with two CES as follows

\[ \mathcal{T}' = \{\text{Play, Pause, Play, Pause, Stop, Play, Pause, Stop}, (\text{Play, Stop, Play, Stop, Play, Pause, Stop})\} \]

\( \mathcal{T}' \) has a total length of 16 (=8+8), which is the minimum among all the test sets that can cover all the event sequences in \( \text{ES}_3 \).

2.2 Finite-State Machines and Statecharts

To model more complex systems using states, hierarchy, concurrency, etc., we exemplary² choose FSM and statecharts. Based on the notions of DG, statecharts [4] are defined as follows. Note that the following definition of statecharts also includes the definition of FSM.

Definition 5. A basic statechart is given by \( SC = (FSM, H, g) \), where

- \( FSM = (DG, E, f, Ξ, Γ) \) is a finite-state machine
  - \( DG = (S, TR) \) as defined in Definition 1 with \( S \) being a set of states and \( TR \subseteq S \times S \) being a set of transitions
  - \( E \) is a finite set of events
  - \( f : TR \rightarrow E \) is a function, mapping an event to each transition
  - \( Ξ \subseteq S \) and \( Γ \subseteq S \) are finite sets of initial and final states
- \( H \subseteq S \times S \) is a hierarchy relation
- \( g : S \rightarrow \{S_{\text{simpler}}, S_{\text{and}}, S_{\text{alt}}\} \) is a total labeling function

² Other models (such as formal grammars, regular expressions, and various UML diagrams) can also be used.
An FSM or SC can be viewed as a DG with semantically distinguished states (nodes) and state transitions (arcs). Nodes represent states. Arcs, labeled by events, are transitions between states. In our study, only deterministic FSM and SC are considered. We also require that each state can be reached from the initial state and a final state is reachable from each state. The set \( H \) is used to represent the hierarchy relation between states in statecharts. Each state \( s \in S \) is identified as a simple state \((s_{\text{simple}})\) or a composite state, and the latter is further classified as an AND-state \((s_{\text{and}})\) or an XOR-state \((s_{\text{xor}})\).

The sub-states of an AND-state are called regions. It means that the statechart resides concurrently in each region of the AND-state.

**Definition 6.** A sequence of transitions \((t_1, ..., t_k)\) with \( t_i \in TR \) for \( i = 1, ..., k \) (where \( TR \) is defined in Definition 5) is a transition sequence \( (TS) \) of length \( k \), if \( (t_r=(s_a, s_b), t_{r+1}=(s_b, s_3)) \) denotes a pair of transitions for \( i = 1, ..., k-1 \) with \( s_b = s_r \).

**Definition 7.** A TS= \((t_1, ..., t_k)\) is a complete transition sequence \( (CTS) \) if it starts at the initial and ends at a final state.

Fig. 3 gives a coverage-based test generation process for FSM and SC to generate a set of CTS covering all transition sequences of a required length. Similar to the process for ESG (see Fig. 2), each CTS can be used as a test case and the total length of all these CTS is minimized to reduce the cost of test execution. Detailed algorithms can be found in [4]. Note that each CTS = \((t_1, ..., t_k)\) is mapped to a corresponding CES = \((e_1, ..., e_k)\) where \( e = f(t_r) \) for \( i = 1, ..., k \).

| Input: | An FSM or SC and a number \( n \in \mathbb{N} \) |
| Output: | A test set \( T = \{t_1, ..., t_n\} \) to cover all transition sequences of length \( n \). Each test case in \( T \) is a CTS. |

Generate a set of CTS to cover all transition sequences of length \( n \) in the FSM or SC such that \( \sum_{i=1}^{n} \text{length}(t_i) \) is minimal.

Map each CTS to the corresponding CES

Fig. 3. An FSM and SC-based test generation process (for more details see [4])

3 Model-Based Mutation Testing (MBMT)

This section discusses the approach for conducting MBMT, followed by a discussion of how to classify (Section 3.1), generate, and execute (Section 3.2) mutants (namely, mutated models).

Mutation testing, as introduced in the late seventies of the last century, is a fault injection-based white-box testing technique [23,24,25] (see Fig. 4). It relies on two hypotheses: the competent programmer hypothesis [26,27] and the coupling effect [28]. The competent programmer hypothesis suggests that experienced programmers tend to write programs that are “close” to being correct. That is, although a program written by a competent programmer may be incorrect, it will differ from the correct version by only relatively simple faults in terms of their syntax and semantics. The task of testing is therefore reduced to validating a program that is probably not correct but is close to the correct one. The coupling effect assumes that a test set that detects all simple faults in a program is also likely to detect more complex faults [28]. Mutants generated by introducing exactly one change into a program are known as first-order mutants [28]. Second-order mutants are generated by making two simple changes. Mutants with more than one change are also known as higher-order mutants. According to the coupling effect, higher-order mutants are likely to be detected by test cases that detect first-order mutants. In general, therefore, only first-order mutants are generated and used in mutation testing.

For explanatory purposes, assume that a program \( P \) and a test set \( T \) are given. A set of mutation operators \( \mathcal{X} \) is then applied to \( P \) to generate mutants by introducing one or more syntactical changes into \( P \). Based on the coupling effect, the focus is on the first-order mutants. A mutant is killed (“distinguished”) by a test case \( t \) in \( T \) if the observed behavior of \( P \) differs from that of the mutant when executed against \( t \). A mutant is equivalent to \( P \) if it always behaves the same as \( P \) for every case (i.e., every possible input). The test set \( T \) is said to be mutation adequate [20] with respect to \( P \) and \( \mathcal{X} \) if every non-equivalent mutant of \( P \) generated by applying the mutation operators in \( \mathcal{X} \) can be killed by at least one test case in \( T \). Mutation testing has also been extended to validate a specification \( S \). To do this, a set of mutation operators is applied to \( S \) to generate mutated specifications \((S')\). The adequacy of \( T \) is measured by how many non-equivalent \( S' \) can be killed by test cases in \( T \). Fig. 4 depicts the above discussion. Such mutation testing (hereafter referred to as “code-based mutation testing”) is not always feasible because, for example, the program source may not be available.

The MBMT proposed in this paper assumes that (i) the conformance of \( M \) and the corresponding SUC has already been validated a priori by model-based testing (MBT) using a test set \( T \); and (ii) there may be still latent faults in SUC that were not revealed by \( T \). Referring to Fig. 5, the solid lines are for the MBT and the dashed lines for the follow-on MBMT. Let the set of mutation operators be defined as \( \mathcal{X} = \{x_1, ..., x_r, ..., x_k\} \). Applying an operator \( x_i \) to \( M \) (denoted by \( x_i(M) \)) gener-
ates a set of mutated models \( M^*_k = \{ M^*_1, M^*_2, ..., M^*_p \} \), where \( p \geq 1 \). These mutants are called model mutants of \( M \). For the rest of the paper, they are simply referred to as mutants when there is no ambiguity. From each \( M^*_y \) (the \( j \)th mutant generated by the \( i \)th operator), a test set \( T^*_y \) is generated based on a test generation algorithm \( \Phi \), that is, \( \Phi(M^*_y) = T^*_y = \{ t^*_{y1}, t^*_{y2}, ..., t^*_{yp} \} \). For explanatory purposes, we use \( M^* \) and \( T^* \) as a generic representation for a mutant generated from \( M \) and a test set with respect to \( T^*_y \), respectively. The objective of MBMT is to use all the \( T^* \) to help us detect possible additional bugs in SUC which cannot be revealed previously by \( T \) (generated by applying the same test generation algorithm \( \Phi \) to the model \( M \)). Note that we assume the competent programmer hypothesis and the coupling effect also apply to MBMT. This is recognized as a potential threat to the validity of our approach (see Section 5.44).

![Fig. 4. Code-based mutation testing](image)

![Fig. 5. Model-Based Mutation Testing](image)

### 3.1 Mutant Classification for MBMT

The following explains how to determine whether \( M^* \) is a valid or an invalid mutant of \( M \), and whether \( M^* \) has been killed or is still live with respect to test cases in \( T^* \), or whether or not \( M^* \) is equivalent to \( M \).

**Definition 8.** valid \( (M^*) := \{ M^* \mid M^* \) satisfies the syntactic and semantic requirements imposed by the model type of \( M \}\)

For example, if \( M \) is an FSM, then \( M^* \) (a mutated model) must also be a valid FSM. A syntactical requirement for an FSM is that all transitions must be associated with states. Semantics might require that an FSM must be deterministic or that all states are reachable from an initial state.

**Definition 9.** killed \( (M^*, SUC, \Phi) := \text{valid}(M^*) \land \exists t^* \in \Phi(M^*), \text{Output}(SUC, t^*) \neq \text{ExpectedOutput}(t^*) \)

If there is at least one test case \( t^* \) in \( T^* \) such that the outputs of \( M^* \) and SUC are different (which is also the output of \( M \) as the conformance between SUC and \( M \) has been validated already by \( T = \Phi(M) \) as shown in Fig. 5), then \( M^* \) is killed by \( t^* \). Note that \( \text{ExpectedOutput} \ (t^*) \) is the output of \( M^* \) on \( t^* \).

**Definition 10.** equivalent \( (M, M^*) := \forall t \) in the input domain of \( M \), \( \text{Output}(M, t) = \text{Output}(M^*, t) \)

A mutant \( M^* \) is equivalent to \( M \) if and only if on every element of their input domain \( M^* \) and \( M \) produce the same outputs.

**Definition 11.** live \( (M^*, SUC, \Phi) := \text{valid}(M^*) \land \forall t^* \in \Phi(M^*), \text{Output}(SUC, t^*) = \text{ExpectedOutput}(t^*) \)

A mutant \( M^* \) is live with respect to \( T^* = \Phi(M^*) \) if and only if no test case \( t^* \) in \( T^* \) can kill \( M^* \).

With respect to the code-based mutation testing in Fig. 4, a non-equivalent mutant is either killed (i.e., the injected fault in \( p^* \) is revealed) or live (i.e., the fault in \( p^* \) cannot be detected) with respect to a given test set \( T \). However, the classification of mutants for MBMT is much more complicated. For example, a test case \( t^* \) killing a mutant \( M^* \) does not necessarily imply that \( t^* \) detects the fault injected into \( M^* \). Based on Definition 9, \( M^* \) is killed because \( \text{Output}(SUC, t^*) \) differs from Ex-
pectedOutput ($t^*$). However, such difference may be due to a fault in SUC which was not detected previously when we validated the conformance between $\mathcal{M}$ and SUC using the test set $\mathcal{T}=\Phi(\mathcal{M})$. Under this condition, $t^*$ helps us find a fault in SUC which has not been detected by $\mathcal{T}$ instead of revealing the injected fault in $\mathcal{M}^*$. Fig. 6 gives the complete classification.

A mutant $\mathcal{M}^*$ can be live for one of the following reasons. First, it is possible that $\mathcal{M}^*$ is equivalent to $\mathcal{M}$ (see Box (a) in Fig. 6). Second (see Box (b)), $t^*$ is unable to detect the previously injected fault in $\mathcal{M}^*$. There are two possible reasons. Test cases in $\mathcal{T}$ do not execute the mutated part of $\mathcal{M}^*$ or the expected output of $\mathcal{T}$ is unable to reveal the difference between $\mathcal{M}$ and $\mathcal{M}^*$. Third (see Box (c)), it is possible that SUC behaves the same as $\mathcal{M}^*$ (which is not equivalent to $\mathcal{M}$) with respect to test cases in $\mathcal{T}$. This indicates that the implementation of SUC deviates from model $\mathcal{M}$ even though a conformance is established between SUC and $\mathcal{M}$ with respect to $\mathcal{T}=\Phi(\mathcal{M})$. This also implies that SUC contains “code” which introduces some “unexpected” behavior – different from that specified by $\mathcal{M}$. This helps testers detect additional faults in SUC that have not been revealed by $\mathcal{T}=\Phi(\mathcal{M})$. Note that for the code-based mutation testing, we only have the first two cases (namely, Boxes (a) and (b)), but not the third case (Box (c)).

When a mutant $\mathcal{M}^*$ is killed by $\mathcal{T}$, then SUC behaves differently from $\mathcal{M}^*$ on at least one test case $t^* \in \mathcal{T}$ (see Definition 9). There are three possibilities. First (see Box (d)), the injected fault in $\mathcal{M}^*$ is not in SUC. When SUC is executed against $t^*$, it does not show certain faulty behavior of $\mathcal{M}^*$. Second (see Box (e)), SUC has some faults that are not in $\mathcal{M}^*$ nor in $\mathcal{M}$. This is possible because the conformance between SUC and $\mathcal{M}$ is only validated by $\mathcal{T}=\Phi(\mathcal{M})$ rather than every possible input. As a result, faults in SUC may cause its execution against a test case $t^*$ to produce an output differing from the expected output of $\mathcal{M}^*$, which does not contain the same fault. Third (see Box (f)), the injected fault in $\mathcal{M}^*$ is also in SUC, but not in $\mathcal{M}$. This is possible for the same reason described above. However, although the fault is the same in SUC and $\mathcal{M}^*$, it will manifest in different ways, which makes the output of SUC differ from the expected output of $\mathcal{M}^*$ for at least one test case $t^* \in \mathcal{T} = \Phi(\mathcal{M}^*)$. Note that for the code-based mutation testing, we only have the first case (namely, Box (d)), but not the last two cases (Boxes (e) and (f)).

Interpretation of whether a live mutant found a bug or not is performed at line 9 of Algorithm 1, where Output(SUC, $t^*$) is checked for being equal to ExpectedOutput($t^*$). If that check is TRUE for all $t^* \in \mathcal{T}_p$, then $\mathcal{M}_p^*$ is a live mutant. Then the classification tree in Fig. 6 is used. $\mathcal{M}_p^*$ is checked for equivalence to $\mathcal{M}$.

1. If they are equivalent, then (since we assumed that SUC behaves the same as $\mathcal{M}$) we conclude that SUC behaves the same as $\mathcal{M}_p^*$. That means test set $\mathcal{T}_p$ did not find a new fault in SUC.

2. If they are not equivalent, then there are two possibilities:
   i. SUC behaves the same as $\mathcal{M}_p^*$, which is (c) leaf of classification tree in Fig.6.
   ii. $\mathcal{T}$ is unable to detect the previously injected fault in $\mathcal{M}^*$. There are two possible reasons. Test cases in $\mathcal{T}$ do not execute the mutated part of $\mathcal{M}^*$ or the expected output of $\mathcal{T}$ is unable to reveal the difference between $\mathcal{M}$ and $\mathcal{M}^*$, which is (b) leaf of classification tree in Fig. 6.

To determine which of the above two possibilities, i.e. (2.1) and (2.2), occurred, $\mathcal{M}$ is tested with test set $\mathcal{T}_p$. If Output($\mathcal{M}$, $t^*$) being equal to ExpectedOutput($t^*$) is TRUE for all $t^* \in \mathcal{T}_p$, then (since we assumed that SUC behaves the same as $\mathcal{M}$) SUC behaves the same as $\mathcal{M}_p^*$. If Output($\mathcal{M}$, $t^*$) being equal to ExpectedOutput($t^*$) is not TRUE for all $t^* \in \mathcal{T}_p$, then SUC behaves different than $\mathcal{M}_p^*$.

In summary, Boxes (a), (b), and (d) are the code-based interpretation of killed and live mutants with respect to $\mathcal{M}^*$ and $\mathcal{T}$. On the other hand, Boxes (c), (e), and (f) in Fig. 6 represent cases where faults in SUC can be detected by MBMT. Stated differently, if there are any mutants in these categories, then SUC has some faults that are not in $\mathcal{M}$ and cannot be detected by the test set $T$ generated by applying a test generation algorithm $\Phi$ to the model $\mathcal{M}$. This also implies that if $|LM_{m_1}| + |LM_{m_2}| \neq 0$, then $\mathcal{T}$ should be improved as it fails to detect some faults in SUC. Also, if there are any mutants in Box (b) (i.e., $LM_{m_1}$ is not empty), then some non-equivalent mutants are still live, but may be killed if $\mathcal{T} = \Phi(\mathcal{M}^*)$ is improved with additional test cases. Each of these cases (either $\mathcal{T}$ or $\mathcal{T}^*$ should be improved) suggests that the corresponding test generation algorithm $\Phi$ should be improved. Based on the above discussion, we define the following scores.
Definition 12. Given a model $\mathcal{M}$, the corresponding SUC, a test generation algorithm $\Phi$, and a set of mutation operators $\mathcal{X}$, the mutation fault detection score $\text{MFDS}(\mathcal{M}, \text{SUC}, \Phi, \mathcal{X}) := \frac{|\text{LM}| + |\text{KM}_{\text{eq}}| + |\text{KM}_{\text{neq}}|}{|\mathcal{M}^*| - |\text{LM}|}$ where $|\mathcal{M}^*|$ is the number of all the mutants generated.

MFDS gives the ratio of the number of mutants identified as killed or live that help detect faults in SUC (the numerator) to the total number of non-equivalent mutants (the denominator). Refer to Section 5.2 for more explanation.

Definition 13. Given a model $\mathcal{M}$, the corresponding SUC, a test generation algorithm $\Phi$, and a set of mutation operators $\mathcal{X}$, the modified mutation score $\text{MMS}(\mathcal{M}, \text{SUC}, \Phi, \mathcal{X}) := \frac{|\text{KM}_{\text{eq}}|}{|\mathcal{M}^*| - |\text{LM}|}$ where $|\mathcal{M}^*|$ is the number of all the mutants generated.

MMS, similar to the code-based mutation score, gives the ratio of the mutants that are killed (but do not help reveal any faults in SUC) to the total number of non-equivalent mutants. Assuming there is at least one non-equivalent mutant, MMS has a value of 1 if $|\text{LM}_{\text{eq}}| + |\text{KM}_{\text{eq}}| + |\text{KM}_{\text{neq}}| = 0$ (i.e., MBMT does not help the detection of any additional faults in SUC which have not been revealed by test cases in $\mathcal{T} = \Phi(\mathcal{M})$ and $|\text{LM}_{\text{eq}}| = 0$ (i.e., no mutants are live where the reason of liveness is because $\mathcal{T}$ cannot detect the injected faults).

3.2 Mutant Generation and Execution for MBMT

In the following, a model-independent algorithm (Algorithm 1) for mutant generation, execution of SUC, and classification of mutants into killed or live is presented. The input consists of a model $\mathcal{M}$ that describes the underlying SUC, a set of mutation operators $\mathcal{X}$, and a test generation algorithm $\Phi$. The output is a list of mutants generated by the mutation operators in $\mathcal{X}$ that are killed by test cases generated by $\Phi(\mathcal{M}^*)$ and a list of mutants that are still live. Each mutation operator $x \in \mathcal{X}$ is applied to $\mathcal{M}$ to generate a set of mutants denoted as $\mathcal{M}^*_x$. For each valid mutant $\mathcal{M}^*_x \in \mathcal{M}^*$, SUC is executed against test cases (one by one) in the corresponding $\mathcal{T}^*_x$ generated by applying the algorithm $\Phi$ to $\mathcal{M}^*_x$. The mutant $\mathcal{M}^*_x$ is marked as killed if the expected output of a test case $t^*$ differs from that of SUC. Note that in future work we will examine the conditions under which the execution of remaining $t^* \in \mathcal{T}^*_x$ is necessary. If no test case in $\mathcal{T}^*_x$ can kill $\mathcal{M}^*_x$, the mutant is marked as live. Details of $\Phi(\mathcal{M})$ for event and state-based models such as ESG (event sequence graph), FSM (finite-state machine) and SC (statecharts) have been presented in Section 2.

4 Elementary Mutation Operators

The proposed MBMT approach is exemplified using the graph-based models introduced in Section 3. We explain in detail the two proposed elementary mutation operators (insertion and omission) and their applications.
The notion \( \setminus \) represents “set subtraction”.

4.1 Syntactic Definition based on Directed Graphs

In the following, the two proposed elementary mutation operators are syntactically introduced based on directed graphs; their basic features are also discussed. Two types of mutants (node and arc mutants) can be generated for each DG. For each type, two elementary mutation operators are defined, namely insertion and omission. To generate a first-order mutant, a mutation operator is applied exactly once to a DG. Note that even in this initial step, the mutated DG may become invalid (e.g., unconnected). Only in the case that an operator would always generate invalid mutants, a minimum set of additional operations are also applied to make the mutants valid. Higher-order mutants can be generated by applying the elementary operators or their combinations, multiple times.

**Definition 14.** The **node insertion** operator \( nl(DG, \alpha) \rightarrow DG^*(N \cup \{\alpha\}, A \cup \{(\beta, \alpha) \cup (\alpha, \gamma)\}) \), where \( \alpha, \beta \) and \( \gamma \) are three nodes such that \( \alpha \notin N, \beta \) and \( \gamma \in N \).

The **node insertion** operator (\( nl \)-operator) inserts a node \( \alpha \notin N \) into a given DG. To keep the resulting graph strongly connected, it also inserts an incoming arc to \( \alpha \), say \( (\beta, \alpha) \), and an outgoing arc from \( \alpha \), say \( (\alpha, \gamma) \), where \( \beta \) and \( \gamma \) are arbitrarily chosen from \( N \) such that \( \beta \neq \alpha \) and \( \alpha \neq \gamma \).

**Definition 15.** The **node omission** operator \( no(DG, \alpha) \rightarrow DG^*(N \setminus \{\alpha\}, A \setminus \{(\beta, \alpha) | (\beta, \alpha) \in A, \alpha \in N\} \setminus \{(\alpha, \gamma) | (\alpha, \gamma) \in N, \alpha \notin N \}) \).

The **node omission** operator (\( no \)-operator) removes a node \( \alpha \in N \) from a given DG. It also removes the arcs that have \( \alpha \) as either the starting or ending node. If the resulting graph violates the validity of DG (e.g., becoming unconnected), it is discarded.

**Definition 16.** The **arc insertion** operator \( aI(DG, (\alpha, \beta)) \rightarrow DG^*(N, A \cup \{(\alpha, \beta)\}) \), where \( \alpha \) and \( \beta \in N \) but \( (\alpha, \beta) \notin A \).

The **arc insertion** operator (\( aI \)-operator) inserts an arc \( (\alpha, \beta) \notin A \) between nodes \( \alpha \) and \( \beta \) in the given DG.

**Definition 17.** The **arc omission** operator \( aO(DG, (\alpha, \beta)) \rightarrow DG^*(N, A \setminus \{(\alpha, \beta)\}) \), where \( (\alpha, \beta) \in A \).

---

\( ^1 \) The notion “\( \setminus \)” represents “set subtraction”.

---

**Algorithm 1.** Mutant generation, execution and classification

---

<table>
<thead>
<tr>
<th>Input: Model ( \mathcal{M} ) that describes SUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Set of mutation operators ( X = {x_1, \ldots, x_L} )</td>
</tr>
<tr>
<td>Test generation algorithm ( \Phi )</td>
</tr>
<tr>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Output: A list of killed and live mutants</td>
</tr>
</tbody>
</table>

1. foreach \( x_i \in X \)
2. \{ \( M^*_i = x_i(M) \) \} // apply the \( i^{th} \) mutation operator \( x_i \) to \( M \)
3. foreach \( M^*_i \in M^* \)
4. \{ if valid(\( M^*_i \)) then // check the validity of each mutant
5. \{ \( T^*_{ij} = \Phi(\Phi) \) \} // test case generation
6. killed := false
7. foreach \( t^* \in T^*_{ij} \)
8. \{ Execute SUC against \( t^* \)
9. if Output(SUC, \( t^* \)) = ExpectedOutput(\( t^* \)) then // as soon as a test case \( t^* \) kills the mutant \( M^*_i \),
10. \{ Add \( M^*_i \) to the list of killed mutants
11. killed := true
12. continue // the remaining test cases in \( T^*_{ij} \) are executed.
13. \}
14. \}
15. if killed = false then // the remaining test cases in \( T^*_{ij} \) are executed.
16. \{ Add \( M^*_i \) to the list of live mutants
17. \}
18. \}
19. \}
20. \}
The arc omission operator (aO-operator) removes an existing arc \((\alpha, \beta)\) from a given DG. If the resulting graph becomes invalid (unconnected), it is discarded.

**Definition 18.** A subgraph \(DG'\) of a directed graph \(DG\) is defined as \(DG' \subseteq DG \defeq ((N' \subseteq N \land A' \subseteq A) \lor (N' \subseteq N \land A' \subseteq A))\). If two graphs \(DG_1\) and \(DG_2\) are not subgraphs of each other, it is written as \(DG_1 \not\subseteq DG_2\).

Using Definition 18 we define increcent, decrecent and cross mutants as follows.

**Definition 19.**
- \(DG^*\) is an increcent mutant (I-mutant) of \(DG\) if \(DG \subset DG^*\)
- \(DG^*\) is a decrecent mutant (D-mutant) of \(DG\) if \(DG^* \subset DG\)
- \(DG^*\) is a cross mutant (C-mutant) if \(DG \not\subset DG^*\)

A given DG is a subgraph of its increcent mutants, and any of its decrecent mutants are subgraphs of the original DG. There is no subgraph relation between a DG and its cross mutants. Using the notions of Definition 19, we have following lemma.

**Lemma 1.**
- Mutants \(DG^*\), generated by the \(nl\) and \(al\)-operators, are I-mutants.
- Mutants \(DG^*\), generated by the \(nO\) and \(aO\)-operators, are D-mutants.
- C-mutants can only be generated by applying an insertion operator (\(nl\) or \(al\)) followed by an omission operator (\(nO\) or \(aO\)), or vice versa. Each operator can be applied multiple times, if necessary.

The first two parts of the Lemma are straightforward. The third part says to generate a C-mutant of a DG, we not only insert “a node or an arc” into the DG but also delete “a node or an arc different from that being inserted” from the DG. Whether the insertion is before or after the deletion is irrelevant. For example, a C-mutant can be generated by first applying the \(nl\)-operator to insert a node (say \(\alpha\)) and the associated arcs, followed by the \(nO\)-operator to delete a node (different from \(\alpha\)) and the associated arcs from the DG. Similarly, a C-mutant can also be generated by applying the \(aO\)-operator to delete an arc (say \(\alpha, \beta\)) followed by the \(al\)-operator to insert an arc (different from \(\alpha, \beta\)).

**Example 1.** Mutants in Fig. 7, Fig. 8 and Fig. 9 give examples of an I-mutant, a D-mutant and a C-mutant of the ESG in Fig. 1, respectively.

Fig. 7. An I-mutant of the ESG given in Fig. 1  
Fig. 8. A D-mutant of the ESG given in Fig. 1  
Fig. 9. A C-mutant of the ESG given in Fig. 1

A problem with mutant generation is that the application of different mutation operators can lead to the same mutants. When applying the proposed MBMT, test cases are generated with respect to each mutant (see Algorithm 1 in Section 3.2). Hence, multiple occurrences of any duplicate mutants introduce inefficiency and unnecessary waste of testing resources. We now discuss whether there are any duplicates among the first-order mutants generated by applying the \(nl\), \(al\), \(nO\), or \(aO\)-operator exactly once to a given DG. Let \(DG^*_{nl}, DG^*_{al}, DG^*_{nO}\) and \(DG^*_{aO}\) be the mutants generated by the \(nl\), \(al\), \(nO\), and \(aO\)-operators, respectively. Also, let \(A^*_{nl}, A^*_{al}, A^*_{nO}\) and \(A^*_{aO}\) be the resulting set of arcs due to the application of the \(nl\), \(al\), \(nO\), and \(aO\)-operators, respectively, and \(N^*_{nO}\) and \(N^*_{aO}\) be the resulting set of nodes due to the application of the \(nO\) and \(aO\)-operators, respectively.

**Theorem 1.** First-order mutants of a DG generated by the \(nl\), \(al\), \(nO\), and \(aO\)-operators are different from each other.

**Proof:**
- \(nl\) versus \(nO\), \(nl\) versus \(aO\), \(al\) versus \(nO\), and \(al\) versus \(aO\): from Lemma 1 it follows that mutants are different.
- \(nl\) versus \(al\): \(DG^*_{nl} \not\subseteq DG^*_{al}\) as \((A^*_{nl} \not\subseteq A^*_{al}) \land (A^*_{al} \not\subseteq A^*_{nl})\)

Hence, first-order mutants generated by the \(nl\)-operator are different from those generated by the \(al\)-operator.
The node corruption operator (nC-operator) first deletes a node from a given DG, then inserts another node which is not currently in the DG. It can be viewed as the application of an nO-operator followed by an nC-operator. The arc corruption operator (aC-operator) changes the direction of an existing arc of a given DG. It can be viewed as the application of an aO-operator followed by an aI-operator. The nI, nO, aI, aO, nC and aC-operators can be applied repeatedly to a DG multiple times. They can also be combined with each other.

### 4.2 ESG-Based Mutation

If the underlying model in the proposed MBMT approach is an ESG, it is called an ESG-based mutation. Let us assume an ESG correctly specifies the expected behavior of the corresponding SUC. This ESG can then be used to generate mutants ESG*(n, a, s, t, f) for the proposed MBMT.

**Event mutants** of an ESG can be generated by using the event insertion operator (eI-operator) to insert an event e ∈ E into the ESG resulting in E* = E ∪ \{e\} or the event omission operator (eO-operator) to delete an event e ∈ E from the ESG resulting in E* = E \{e\}. The eI and eO-operators are applied similarly to ESG as the corresponding nI and nO-operators to DG. For the eI-operator, similar to the nI-operator, there is a need to insert an additional incoming/outgoing arc to and from the inserted event. Accordingly, for the eO-operator there is a need to remove the arcs connected with the deleted event.

**Sequence mutants** of an ESG can be generated by using the sequence insertion operator (sI-operator) to insert an arc (which is not in A) into the ESG or the sequence omission operator (sO-operator) to delete an arc (which is in A) from the ESG. The sI and sO-operators are applied similarly to ESG as the corresponding aI and aO-operators to DG. After applying the sI or sO-operators to an ESG, the validity of the resulting ESG has to be checked. We also have the event corruption operator (eC-operator) and the sequence corruption operator (sC-operator) applied similarly to ESG as the corresponding nC and aC-operators to DG (see Section 4.1).

The eI, eO, sI, sO, eC and sC-operators, and their combinations, can be applied repeatedly to an ESG multiple times.

### 4.3 SC-Based Mutation

If the underlying model in the proposed MBMT approach is an SC, it is called an SC-based mutation. **State mutants** of an FSM or SC can be generated by using the state insertion operator (sI-operator) or the state omission operator (sO-operator). The sI-operator inserts a state (which is not currently in the statechart) into S. It also requires the insertion of an additional incoming/outgoing transition-event pair to/from the inserted state. The sO-operator deletes an existing state from S. All transition-event pairs connected with the deleted state should also be removed from the FSM. Similarly, transition mutants of an FSM or SC can be generated by using the transition insertion operator (tI-operator) or the transition omission operator (tO-operator). The tI-operator inserts a transition tr = (s, s') into TR, where s and s' ∈ S, but s, s' ∈ TR. The tO-operator deletes an existing transition tr from TR. The sI, sO, tI and tO-operators are done in a similar way as the nI, nO, aI and aO-operators for DG, respectively. After the application of the sI, sO, tI and tO-operators, the function f needs to be updated accordingly to add or delete appropriate mappings between transitions and events.

We also have the state corruption operator (stC-operator) and the transition corruption operator (tC-operator) for FSM and SC, which work the same way as the nC and aC-operators for DG. Finally, the sI, sO, tI, tO, stC and tC-operators, and their combinations, can be applied repeatedly to an FSM or SC multiple times.

### 4.4 Elementary Mutation Operators Compared With Those From Literature

TABLE 1 summarizes the differences between the code-based mutation operators reported in the literature and the elementary mutation operators proposed in this paper.
For discussion purposes, we use the mutation operators reported by Fabbri et al. [10,12] as the example. These operators generate mutants for FSM and SC. The first two columns of TABLE 2 give operators defined in [10] and [12], whereas the last three columns show how they can be replaced by using an insertion or omission operator or a combination of these two. For example, referring to the first row, there is an operator in [10] and [12] to generate mutants with “wrong-start-state”. These mutants can also be generated by applying either an insertion or an omission operator to the “start-state”. Another example is the operator to generate the “event-exchanged” mutants in [10] and [12] can be replaced by an omission operator followed by an insertion operator on the related events.

There are two advantages of using the proposed elementary mutation operators over those suggested by Fabbri et al. First, the number of operators can be reduced to make mutation testing easier to understand. Second, a systematic application of the elementary operators to FSM and SC can help testers avoid possible inconsistencies of certain operators being applied to FSM but not to SC, or vice versa. It has been noted that the operator to generate mutants by deleting one of the existing states is included in [12], but not in [10] (see the second row from the bottom in TABLE 1), and the operator to generate mutants by inserting an additional state is included in [10] and [12], whereas the last column shows how they can be replaced by using an insertion or omission operator or a combination of these two. For example, referring to the first row, there is an operator in [10] and [12] to generate mutants with “wrong-start-state”. These mutants can also be generated by applying either an insertion or an omission operator to the “start-state”. Another example is the operator to generate the “event-exchanged” mutants in [10] and [12] can be replaced by an omission operator followed by an insertion operator on the related events.

5 Case Studies

Three case studies were conducted using industrial and commercial real-life systems: an interactive commercial music management system, a reactive/adaptive, real-time cruise control system, and a proactive control display unit of a marginal strip mower mounted on a truck. The first two studies use ESG (see Definition 2) to model the system behavior, whereas the third study uses ESG and SC (see Definition 5). Objectives of these studies are:

- Evaluate the fault detection capability of test sets generated using the proposed MBMT approach as described in Fig. 5 with ESG and SC as the models which is done by
  - determining whether there are still remaining faults in SUC that can be detected by such test sets
  - measuring the scores MFDS (see Definition 12) and MMS (see Definition 13)

- Compare the fault detection capability of test sets generated by the ESG-based mutation versus the SC-based mutation
  - test sets generated based on the event and sequence mutants of an ESG
  - test sets generated based on the state and transition mutants of an SC

| TABLE 1. Comparison between code-based mutation operators and the proposed elementary operators |
|-----------------------------------------------|-----------------------------------------------|
| Number of operators                           | typically a small to medium-sized set of operators (e.g., [29]); some studies use a large set of operators (e.g., [5]) | two (insertion and omission) |
| Fault model                                   | operators are chosen to simulate faults introduced by common programming mistakes | no explicit fault models |
| Construction                                  | by experience and empirical results | systematically |
| Order of mutants typically used               | first-order mutants | first-order mutants; second-order mutants (corruption operators) |
| Reducibility                                  | code-based operators can be derived from elementary operators and their combinations | atomic; cannot be further reduced to other operators |

| TABLE 2. Mutation operators in [10] and [12] and their equivalence using the elementary operators |
|-----------------------------------------------|-----------------------------------------------|
| Mutation operators in [10] (first column) and [12] (second column) | insertion | omission | artifact |
| wrong-start-state                            | wrong-starting-state (default state) | × | × | start-state |
| arc-missing                                  | arc-missing | × | arc |
| event-missing                                | event-missing | × | event |
| event-extra                                  | event-extra | × | event |
| event-exchanged                              | event-exchanged | × | × | event |
| destination-exchanged                        | destination | × | destination |
| output-missing                               | output-missing | × | output |
| output-exchanged                             | output-exchanged | × | output |
| state-missing                                | state | × | state |
| -                                           | state-extra | × | state |
For ESG-based mutation, first-order mutants were generated by applying the $sl$, $so$, and $eO$-operators exactly once to the ESG. The process in Fig. 2 was used to generate a test set for these mutants covering all the event sequences of length 2 (i.e., covering all the events and arcs in an ESG). Similarly, for SC-based mutation, first-order mutants were generated by applying the $tl$, $to$, and $sto$-operators exactly once to the SC. The process in Fig. 3 was used to generate test sets for these mutants covering all transition sequences of length 1 (i.e., covering all the states and transitions in an SC). Note that the $el$ and $stl$-operators would generate a large number of mutants. Moreover, these mutants represent a similar fault model as $sl$ and $tl$-mutants in the context of graphical user interfaces. Hence, for reasons of cost and practicability, $el$ and $stl$-mutants were excluded in the case studies. As a result, the number of test sets for the ESG-mutation is the number of valid first-order mutants generated by the $eO$, $sl$ and $so$-operators, whereas the number of test sets for the SC-mutation is the number of valid first-order mutants generated by the $sto$, $tl$ and $to$-operators. However, we emphasize that the cost of test execution primarily depends on the size (in terms of the number of events) of all the test cases in each set rather than the number of test sets itself. This size varies for each ESG or SC and is determined by the algorithms used to solve the Chinese Postman Problem with respect to the underlying model. As explained in Fig. 2 and Fig. 3, the total size of each set is minimized in order to reduce the cost of test execution. Also note that MBT was conducted beforehand based on ESG and SC using the test generation processes described in Fig. 2 (with $n=2$) and Fig. 3 (with $n=1$). All the faults detected in SUC by MBMT were not found by MBT.

5.1 Description of the SUC

Real Jukebox (RJB) is an interactive personal music management program developed by Real Networks [30] for PCs running the Microsoft Windows operating system. The basic English version of Real Jukebox 2 (build 1.0.2.340) of Real Networks was used as the SUC for the first case study. The main GUI of RJB (see Fig. 10) has several pull-down menus that invoke other components. In this study, RJB was installed on a PC running Windows XP with Service Pack 2 satisfying the recommended hardware requirements (300 MHz CPU, 64 MB RAM, full duplex sound card, 16 bit color video card) as described in the product’s manual. Due to the lack of a manufacturer’s system specification, that is, a functional description of RJB, the Help contents and handbook of RJB were used to produce ESG for generating test cases (each of which is a CES).

The second case study comes from the automotive industry. It is a driver assistance system manufactured by Hella Corp. [31], one of the major German suppliers for electronic devices. The focus is on the adaptive cruise control (ACC) – an electronic control unit (ECU), which is an embedded reactive system (see Fig. 11). To automatically control the distance between vehicles, ACC is supplemented with a 24 GHz radar and connected over a CAN bus (controller area network) to five other ECU and thereby indirectly coupled to more than 7 sensors. Appropriate events were selected for constructing ESG to model the SUC that are specific to the system and test environment, for example, short circuits. Arcs connect these events according to the system specification and logical relations. For execution of the tests, a company-developed test environment was used that included a PC, SUC, a PLC (programmable logic controller), a programmable power supply, and the standard software CANoe [32] which provides simulation and monitoring of specific traffic scenarios as well as simulation of all other involved ECU and creation of test reports based on XML and HTML. While generating the test sequences for the software, CANoe state-based information was augmented by conditions and variables.

The third case study is a proactive system to control a marginal strip mower (RSM13, see Fig. 12) mounted on the Unimog, a truck manufactured by Mercedes-Benz [33]. Considering safety aspects, the most significant component of the strip mower are revolving knives. Operation is affected either by the power hydraulic of the light truck or by the front power take-off. The position of the mow head changes continuously. An alteration from working on the left side to working on the right side is also possible. Besides the positioning, the incline and support pressure of the mowing unit can also be controlled. The control terminal has four different modes. The first mode is used to control the actuators, the second mode is used to switch between transport and working position, the third and the fourth are two different operation modes.
These four operation modes have been modeled by ESG and SC, respectively. An ESG and an SC for the second mode are shown in Fehler! Verweisquelle konnte nicht gefunden werden. and Fig. 14, respectively. Refer to http://quebec.upb.de/MBMT.pdf for more information. Note that these two models were constructed independently for comparing test sets generated using the ESG-based mutation against those using the SC-based mutation, with respect to their fault detection capabilities.

All three SUTs are real world products where the source code was unavailable due to being a commercial-off-the-shelf product. As MBMT is a black-box testing technique, this work did not need to have the source code available. Since test case generation is based on models, test data has been included in the models themselves, wherever appropriate. More precisely, these algorithms are based on transitions or nodes randomly selected from the models, the amount of input data depending on the number of test cases generated. For RJB, manual test execution is performed on a windows client. Test cases are manually encoded for ACC and subsequently executed automatically. For RSM13, test cases are manually executed via control terminal.

Fig. 13. An ESG to model the switch of RSM13 between its transport and working positions

Fig. 14. A statechart to model the switch of RSM13 between its transport and working positions

5.2 Results, Analysis and Discussion

Having established a set of mutation operators, one question of interest is whether mutants generated with respect to a particular operator lead to a more effective detection of faults in the SUC. Furthermore, are some types of the generated mutants easier to kill than others? The data that follows aims to address these questions.

Mutants generated for RJB, ACC and RSM13 are classified based on the scheme in Fig. 6. TABLES 3, 4 and 5 give the number of live ($LM_{ne1}$, $LM_{ne2}$), killed ($KM_{ea}$, $KM_{en}$) and equivalent ($LM_e$) mutants with respect to each mutation operator.
Also included are the mutation fault detection score (MFDS) and the modified mutation score (MMS). For example, referring to the second row of TABLE 5, there are 22 sO-mutants (of which 5 are classified as LM₂₃, 16 as KMₙ and 1 as KMₙ₀) and 26 tO-mutants (of which 8 are classified as LM₂₃, 17 as KMₙ and 1 as KMₙ₀). The MFDS and MMS for the sO-mutants are 0.05 and 0.73, respectively, and 0.04 and 0.65 for the tO-mutants.

### TABLE 3. Classification of ESG mutants generated for RJB, and the corresponding MFDS and MMS

<table>
<thead>
<tr>
<th></th>
<th>LM₂₃</th>
<th>LM₄</th>
<th>KMₙ</th>
<th>KMₙ₀</th>
<th>Sum₀</th>
<th>MFDS</th>
<th>MMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>sl</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>182</td>
<td>18</td>
<td>200</td>
<td>0.09</td>
</tr>
<tr>
<td>sO</td>
<td>0</td>
<td>142</td>
<td>0</td>
<td>55</td>
<td>3</td>
<td>200</td>
<td>0.02</td>
</tr>
<tr>
<td>eO</td>
<td>0</td>
<td>59</td>
<td>0</td>
<td>118</td>
<td>1</td>
<td>178</td>
<td>0.01</td>
</tr>
<tr>
<td>Sum₀</td>
<td>0</td>
<td>201</td>
<td>0</td>
<td>355</td>
<td>22</td>
<td>578</td>
<td>0.04</td>
</tr>
</tbody>
</table>

### TABLE 4. Classification of ESG mutants generated for ACC, and the corresponding MFDS and MMS

<table>
<thead>
<tr>
<th></th>
<th>LM₂₃</th>
<th>LM₄</th>
<th>KMₙ</th>
<th>KMₙ₀</th>
<th>Sum₀</th>
<th>MFDS</th>
<th>MMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>sl</td>
<td>0</td>
<td>21</td>
<td>0</td>
<td>57</td>
<td>4</td>
<td>82</td>
<td>0.05</td>
</tr>
<tr>
<td>sO</td>
<td>0</td>
<td>46</td>
<td>0</td>
<td>15</td>
<td>1</td>
<td>62</td>
<td>0.02</td>
</tr>
<tr>
<td>eO</td>
<td>0</td>
<td>11</td>
<td>0</td>
<td>25</td>
<td>0</td>
<td>36</td>
<td>0.00</td>
</tr>
<tr>
<td>Sum₀</td>
<td>0</td>
<td>78</td>
<td>0</td>
<td>97</td>
<td>5</td>
<td>180</td>
<td>0.03</td>
</tr>
</tbody>
</table>

### TABLE 5. Classification of ESG and SC mutants generated for RSM13, and the corresponding MFDS and MMS

<table>
<thead>
<tr>
<th></th>
<th>LM₂₃</th>
<th>LM₄</th>
<th>KMₙ</th>
<th>KMₙ₀</th>
<th>Sum₀</th>
<th>MFDS</th>
<th>MMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>sl</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>179</td>
<td>5</td>
<td>184</td>
<td>0.03</td>
</tr>
<tr>
<td>sO</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>1</td>
<td>17</td>
<td>0.05</td>
</tr>
<tr>
<td>eO</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>15</td>
<td>0.00</td>
</tr>
<tr>
<td>Sum₀</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>207</td>
<td>6</td>
<td>223</td>
<td>0.03</td>
</tr>
</tbody>
</table>

### TABLE 6. Classification of ESG mutants generated for RSM13, and the corresponding MFDS and MMS

<table>
<thead>
<tr>
<th></th>
<th>LM₂₃</th>
<th>LM₄</th>
<th>KMₙ</th>
<th>KMₙ₀</th>
<th>Sum₀</th>
<th>MFDS</th>
<th>MMS</th>
</tr>
</thead>
<tbody>
<tr>
<td>sl</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>179</td>
<td>5</td>
<td>184</td>
<td>0.03</td>
</tr>
<tr>
<td>sO</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>1</td>
<td>17</td>
<td>0.05</td>
</tr>
<tr>
<td>eO</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>12</td>
<td>0</td>
<td>15</td>
<td>0.00</td>
</tr>
<tr>
<td>Sum₀</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>207</td>
<td>6</td>
<td>223</td>
<td>0.03</td>
</tr>
</tbody>
</table>

Comparing the data in the last column of TABLES 6, 7 and 8 with the data in the 5th column (marked as KMₙ₀) of TABLES 3, 4 and 5, a very important point worth noting is that the number of fault revealing test sets with respect to each type of mutant is the same as the number of mutants classified as KMₙ₀ for each type. Also, the total number of faults in SUC detected by using MBMT is the sum of all the mutants classified as KMₙ₀ and LM₂₃. For example, there are 22 faults detected for RJB which is the sum of 18 (number of sl-mutants classified as KMₙ₀) + 3 (number of sO-mutants classified as KMₙ₀) +
becomes enabled due to this additional sequence (ar c). Consequently, the modified mutation scores (MMS) for sequence of events, which can be easily detected. One example is a button that should be disabled in a certain context but additional sequence (especially those related to the GUIs of RJB and RSM13) will most likely introduce a non-executable the underlying ESG during the mutant generation, it in general represents certain features that should be included but are (182 of 200 for RJB, 57 of 82 for ACC, and 179 of 184 for RSM13) are classified as possible if the function
ArmShiftLeft
button plays a wrong track.

1 The system resides in the error state and the speed of the vehicle drops to 5 km/h. If a simulation is now requested, the system remains in the error state (instead of switching to the simulation state as required).
2 When Engine II is activated, the function
EngineII
is deactivated, the function
EngineII
is activated.
3 When Engine I is activated, a change from the view
RSM_Actuator
to the view
Start
is possible.
4 When Engine II is activated, a change from the view
RSM_Actuator
to the view
Start
is possible.
5 When Axis Lock is activated, a change from the view
RSM_Actuator
to the view
Start
is possible.

TABLE 6. Description of the faults detected in RJB by the proposed MBMT approach

<table>
<thead>
<tr>
<th>Fault ID</th>
<th>Description of the fault</th>
<th>Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Track Position cannot be set anymore and the application freezes when the end of track is reached.</td>
<td>sI</td>
</tr>
<tr>
<td>2</td>
<td>GUI shows state Paused but the music is still playing.</td>
<td>sI</td>
</tr>
<tr>
<td>3</td>
<td>Pushing Play button plays a wrong track.</td>
<td>sI</td>
</tr>
<tr>
<td>4</td>
<td>AutoPlay does not start playing when a CD is inserted.</td>
<td>sI</td>
</tr>
<tr>
<td>5</td>
<td>Pause button has no impact despite the fact that the system is playing.</td>
<td>sI</td>
</tr>
</tbody>
</table>

TABLE 7. Description of the faults detected in ACC by the proposed MBMT approach

<table>
<thead>
<tr>
<th>Fault ID</th>
<th>Description of the fault</th>
<th>Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>The system resides in the error state and the speed of the vehicle drops to 5 km/h. If a simulation is now requested, the system remains in the error state (instead of switching to the simulation state as required).</td>
<td>sO</td>
</tr>
<tr>
<td>2</td>
<td>If an error occurs, the system does not switch in time to the error state.</td>
<td>sI</td>
</tr>
<tr>
<td>3</td>
<td>If the system resides in the error state and the error vanishes, the system does not switch to the requested active state in time.</td>
<td>sI</td>
</tr>
<tr>
<td>4</td>
<td>If the system resides in the error state and the error vanishes, the system does not switch to the requested inactive state in time.</td>
<td>sI</td>
</tr>
<tr>
<td>5</td>
<td>The system does not switch from init state to active/inactive state in time.</td>
<td>sI</td>
</tr>
</tbody>
</table>

TABLE 8. Description of the faults detected in RSM13 by the proposed MBMT approach

<table>
<thead>
<tr>
<th>Fault ID</th>
<th>Description of the fault</th>
<th>Operator</th>
</tr>
</thead>
</table>
| 1        | When the function
bearingPressure
deactivates, the function
cuttingUnit
can be activated. | sI or sO for ESG or sI for SC |
| 2        | When the function
cuttingUnit
is activated, the function
bearingPressure
can be deactivated. | sI or sO for ESG or sI for SC |
| 3        | When Engine I is activated, a change from the view
RSM_Actuator
to the view
Start
is possible. | sI or sO for ESG or sI for SC |
| 4        | When Engine II is activated, a change from the view
RSM_Actuator
to the view
Start
is possible. | sI or sO for ESG or sI for SC |
| 5        | When Axis Lock is activated, a change from the view
RSM_Actuator
to the view
Start
is possible. | sI or sO for ESG or sI for SC |
| 6        | A change from the view
RSM Operation_J
to the view
RSM Operation_J
while function
ArmShiftLeft
is active is possible if the function
ArmShiftLeft
is activated. | sO for ESG or sO for SC |

In all cases, the sets \( LM_{sI} \) and \( LM_{eO} \) (equivalent mutants) are empty. We also observe that the majority of the \( sI \)-mutants (182 of 200 for RJB, 57 of 82 for ACC, and 179 of 184 for RSM13) are classified as \( KM_{sI} \). The reason is that inserting an additional sequence (especially those related to the GUIs of RJB and RSM13) will most likely introduce a non-executable sequence of events, which can be easily detected. One example is a button that should be disabled in a certain context but becomes enabled due to this additional sequence (arc). Consequently, the modified mutation scores (MMS) for \( sI \)-mutants are high (0.91 for RJB, 0.70 for ACC, and 0.97 for RSM13). The same applies to the \( tO \)-mutants.

In contrast, a good number of mutants generated by the \( sO \)-operator are still live (refer to the set \( LM_{sO} \): 142 of 200 for RJB, 46 of 62 for ACC, and 5 of 22 for RSM13). This can be explained by the fact that when a sequence is deleted from the underlying ESG during the mutant generation, it in general represents certain features that should be included but are missing from the mutant because of this deletion. However, it is more difficult detecting such a fault as testers may not be aware of what is missing. As a result, the corresponding modified mutation scores (MMS) for \( sO \)-mutants (0.28 for RJB, 0.24 for ACC, and 0.73 for RSM13) are also relatively lower than those for the \( sI \)-mutants. The same also applies to the \( tO \), \( eO \) and \( stO \)-operators.

In all cases, the sets \( LM_{sI} \) and \( LM_{eO} \) (equivalent mutants) are empty. We also observe that the majority of the \( sI \)-mutants

<table>
<thead>
<tr>
<th>Fault ID</th>
<th>Description of the fault</th>
<th>Operator</th>
</tr>
</thead>
</table>
| 1        | When the function
bearingPressure
deactivates, the function
cuttingUnit
can be activated. | sI or sO for ESG or sI for SC |
| 2        | When the function
cuttingUnit
is activated, the function
bearingPressure
can be deactivated. | sI or sO for ESG or sI for SC |
| 3        | When Engine I is activated, a change from the view
RSM_Actuator
to the view
Start
is possible. | sI or sO for ESG or sI for SC |
| 4        | When Engine II is activated, a change from the view
RSM_Actuator
to the view
Start
is possible. | sI or sO for ESG or sI for SC |
| 5        | When Axis Lock is activated, a change from the view
RSM_Actuator
to the view
Start
is possible. | sI or sO for ESG or sI for SC |
| 6        | A change from the view
RSM Operation_J
to the view
RSM Operation_J
while function
ArmShiftLeft
is active is possible if the function
ArmShiftLeft
is activated. | sO for ESG or sO for SC |

TABLE 9 compares all three case studies with respect to the ESG-based \( sI \), \( sO \) and \( eO \)-mutants. The percentage (\( \alpha \)) corresponds to the ratio of the number of mutants of a given type to the total number of generated mutants. For example, in the case of the \( sI \)-mutants, \( \alpha \) equals 34.6% for RJB as 200 of the 578 mutants are generated by the \( sI \)-operator. Similarly, the percentage (\( \beta \)) corresponds to the ratio of the number of faults in SUC being detected by test sets generated based on a given type of mutants to the total number of faults detected in SUC. For example, in the case of the \( sI \)-mutants, \( \beta \) equals 81.8% for RJB as 18 of the 22 faults are detected by test sets generated based on the \( sI \)-mutants. The percentage (\( \gamma \)) corresponds to the ratio of the number of faults in SUC being detected by test sets generated based on a given type of mutants to the number of mutants of that type. Overall, our data suggests that not only are test sets generated with respect to the \( sI \) and \( tO \)-mutants more likely to detect faults in SUC (as discussed above) but also these mutants themselves are easier to kill than \( sO \), \( tO \), \( eO \), and \( stO \)-mutants.

<table>
<thead>
<tr>
<th></th>
<th>RJB</th>
<th>ACC</th>
<th>RSM13</th>
</tr>
</thead>
<tbody>
<tr>
<td>( sI )</td>
<td>( \alpha )</td>
<td>( \beta )</td>
<td>( \gamma )</td>
</tr>
<tr>
<td></td>
<td>34.6</td>
<td>81.8</td>
<td>9 (18/200)</td>
</tr>
<tr>
<td>( sO )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>45.5</td>
<td>80 (4/5)</td>
<td>4.8 (4/82)</td>
</tr>
<tr>
<td>( eO )</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>83.2</td>
<td>83.3 (5/6)</td>
<td>2.7 (5/184)</td>
</tr>
</tbody>
</table>
The time for model creation can be neglected as this is primarily a product of MBT, which is in general assumed as the preceding step to MBMT. The effort for test generation has also a minor part in time cost as this has been accomplished by tools. Therefore, the main part of cost is the total time of test execution, which is shown in Table 10. The number of test cases also does not say much about test effort without treating test sequence length. In our case studies, we have used algorithms to minimize the overall length – not the number of test cases. Typically, test case generation results only in a few test cases for each mutant – in best case even only one. For details, refer to [7][12]. Average time spent to execute test cases manually for each mutant is 3,11 minutes for RJB, whereas it took 4,75 minutes in average for RSM13. Since test execution for ACC is performed in a different way, i.e. by first encoding test cases manually and then executing automatically, average time spent to execute test cases for each mutant is 20 minutes.

<table>
<thead>
<tr>
<th>Tool</th>
<th>SUC (man-days)</th>
<th>Number of mutants</th>
<th>hours in total</th>
<th>average time (in minutes) for each mutant</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>RJB</td>
<td>578</td>
<td>5</td>
<td>30</td>
<td>3,11</td>
<td>Manual test execution on windows client</td>
</tr>
<tr>
<td>ACC</td>
<td>180</td>
<td>10</td>
<td>60</td>
<td>20,00</td>
<td>Manual encoding of test cases and subsequent automatic execution</td>
</tr>
<tr>
<td>RSM13 (ESG+SC)</td>
<td>303</td>
<td>4</td>
<td>24</td>
<td>4,75</td>
<td>Manual test execution via control terminal</td>
</tr>
<tr>
<td>Sum</td>
<td>1061</td>
<td>19</td>
<td>114</td>
<td>6,45</td>
<td></td>
</tr>
</tbody>
</table>

5.3 Tool Support

The approach described in the previous sections is straightforward with a simple structure. The large amount of data to be gathered and analyzed is, however, hardly feasible and, equally critical, error-prone when processed manually. Therefore, a chain of tools, available under a uniform graphical user interface (GUI), was developed to cope with the scalability problem in large projects. They have also been used to conduct the case studies in Section 5. Some of the tools are add-ons to commercial ones, while others implement the test algorithms described in the previous sections. An ESG-based \textit{mutant and test set generator} (MTSG) forms the heart of this tool chain. A snapshot in Fig. 15 represents its entry window. For mutant generation, MTSG computes first-order mutants with respect to each operator. For example, the configuration in Fig. 16 indicates that 50% of the $sI$-mutants, 150 of the $sO$-mutants, 0% of the $eI$-mutants, and 100% of the $eO$-mutants are generated.

For ESG-based test generation, MTSG checks the validity of the model analyzed as the first step before a test set is generated to cover all event sequences of length $n$. Each test case in this set is a CES (a complete event sequence) of the ESG.
To reduce the execution cost, another unit of MTSG generates a test set in such a way that the total length of all the CES contained is minimal. This is done by using the algorithm for solving the Chinese Postman Problem.

5.4 Threats to Validity

There may be several threats to the validity of this paper that include, but are not limited to, the following.

A threat to the construct validity is the assumption that the competent programmer hypothesis [26,27] and the coupling effect [28] can also be applied to MBMT. Nevertheless, we point out that mutants generated by the corruption operators (such as the eC and sC-operators in Section 4) in our approach are regarded as second-order mutants because such corruption can be viewed as an omission operation followed by an insertion operation. However, the same mutants are classified as first-order mutants in many other studies as they are considered to be generated by the application of a single mutation operator (even though that operator can be further decomposed into two elementary operators – omission and insertion – as discussed above). This equivalence between first-order mutants in other studies and second-order mutants in our approach implies that the coupling effect for some first-order mutants in those studies can be equivalently applied to the related second-order mutants in our study.

As for the internal validity, one concern is the types of mutation operators used and the number of mutants generated by these operators. Obviously, the more mutants we use, the higher the probability that test sets generated with respect to these mutants (following the process in Fig. 2 and Fig. 3) can help us detect faults in SUC. Also, one may argue that in addition to the first-order mutants, higher-order mutants should be used as well because they might be more appropriate to simulate real faults [34,35]. However, the disadvantage is that this will also increase the number of mutants and the cost of mutation testing significantly. Thus, in order to strike a balance between the cost-effectiveness of mutation testing and the fault detection capability (in terms of revealing faults in SUC) of test sets generated with respect to the mutants, it is a necessary step to limit the number of mutation operators and the number and order of the mutants generated.

Another concern is that only event sequence graphs (ESG) and statecharts (SC) were used for modeling SUC. However, such choice is based on their intensive use of formal graph-theoretical notions and algorithms. With respect to the algorithm (Φ) used for generating test sets based on a mutated model (M*), only sequence-based coverage criteria are considered. More precisely, the ESG-based test generation process described in Fig. 2 was used to generate sets of complete event sequences (CES) to cover all event sequences of length 2, and the SC-based test generation process described in Fig. 3 was used to generate sets of complete transition sequences (CTS) to cover all transition sequences of length 1. One would argue that additional coverage criteria could also be used for test generation. While this is true, our decision was once again based on the cost-effectiveness and the fault detection capability as discussed above.

Regarding external validity, since our evaluation of the proposed MBMT approach has primarily been based on empirical data, arguably our results may not be generalized to all systems. However, the three systems used in our studies (Real Jukebox – a personal music management program, ACC – the adaptive cruise control of a driver assistance system, and RSM13 – the control terminal of a marginal strip mower) vary greatly from the other in terms of the functionality, complexity, operational parameters and environments, etc., and this gives us confidence in the general applicability of MBMT to different systems.

6 Related Work

Mutation testing was originally proposed as a white-box, fault injection-based technique for implementation-based software testing, especially at the unit-level. Recent works have also applied it to other testing levels such as integration-level, and other artifacts such as program specifications. An overview of variations of mutation testing related to the one proposed in this paper is presented focusing on the mutation operators used to generate these mutants. Interested readers may also refer to a survey on mutation testing for more details [25].

6.1 Code-Based Mutation Testing

In implementation-based mutation testing, mutants are generated by applying mutation operators to the source code to introduce simple syntactic changes. These operators are language dependent. For example, we have different sets of operators for Fortran 77 [6], C [5], COBOL [36], Lisp [37], Ada [38,39], and Java [40,41,42]. The operators can be further di-
vided. Code-based mutation operators are the operators developed for testing a function or a unit of procedural programs, such as the 22 operators used by Mothra [29] for Fortran programs and the 77 operators used by Proteum [5,43] for C programs. Interface mutation operators include operators such as those used by Proteum/IM [7] that apply mutation testing at the integration-level. Test cases generated to kill these mutants provide a good indication of how well the interactions between different modules of an application have been tested. The focus is on the source code related to module interactions, including function calls, parameters, global variables, etc. As the object-oriented (OO) paradigm becomes more popular, a new category of mutation operators, such as the class and inter-class mutation operators [40,41,42], is needed to handle inheritance, polymorphism, dynamic binding, and other OO specific features.

6.2 Model-Based Mutation Testing

In addition to source code, mutation operators can also be applied to other artifacts including program specifications, as well as architecture and design models. For each mutation testing method, it can be further divided by whether it is for testing the specification/model itself or for testing the corresponding implementation based on the specification/model. Studies such as [15] follow the procedure in Fig. 4 to test the specification, whereas studies such as [44] test the implementation. More precisely, Ammann et al. [44] use model checkers to generate test cases based on the model checker specifications. Such tests have the property to distinguish the original and mutated models. These tests are then used to validate the corresponding implementation. In [44], selection of mutation operators is based on experience and it is claimed that they have reasonable coverage. However, the proposed method in this paper uses two simple mutation operators to systematically and automatically generate model mutants and then generate test cases. In the literature, there is no proposed systematic approach for generation of fault models from mutation operators but instead experience-based approaches. [44] presents an experience-based approach.

For mutation testing methods that follow the procedure described in Fig. 4, test cases are executed on the original specification/model and the mutated specifications/models (namely, the mutants) to see how many mutants they kill. This type of mutation testing has some benefits over the implementation-based mutation testing discussed in Section 6.1. For instance, the former may help programmers detect a missing path error [45]; that is, a situation when an implementation neglects an aspect of a problem, and a section of code is altogether absent. Since there is no evidence in the code itself for the omission, such errors are hard to find by analyzing the code alone. Furthermore, implementation-based testing might not be feasible for some systems because testers do not have access to their source code. Generally, generating tests from a specification can proceed independently of program development.

An overview of studies that have proposed different sets of mutation operators for various specifications and models is presented in the following.

Kovács et al. [13] have used mutation testing for the conformance testing of telecommunication protocols specified using SDL. SDL is a language for the specification and description of telecommunications systems. Their focus is the automation of the test generation and selection process using mutation testing. For this purpose, they use six types of mutation operators: state modification, input modification, output modification, action modification, predicate modification, and save missing operators. Sugeta, Maldonado, and Wong [15] proposed the use of mutation testing to test specifications written in SDL that is different from the approach of Kovács et al. [13] because it focuses on testing the specification itself as opposed to the implementation. Considering intrinsic features of SDL, they proposed three classes of mutation operators: process mutation, interface mutation, and structure mutation.

Fabbri et al. [10] defined a set of mutation operators to apply mutation testing in the context of FSMs. These operators are based on the error classes defined by Chow [9] and on the results of their heuristic research [10]. Nine operators were developed; namely wrong-start-state, arc-missing, event-missing, event-extra, event-exchanged, destination-exchanged, output-missing, output-exchanged, and state-missing. Later, they developed Proteum/FSM [46] to support their approach. Fabbri et al. [11] also investigated mutation testing on Petri nets. They designed a preliminary set of mutation operators for Petri nets: input-missing, input-extra, input-shifted, input-exchanged, output-missing, output-extra, output-shifted, output-exchanged, and wrong-initial-marking. Fabbri et al. [12] developed mutation operators for statecharts as well. The operators are divided into three categories: finite-state machine (FSM) mutation operators, extended FSM (EFSM) mutation operators, and statecharts-feature-based operators. El-Fakih et al. [47] proposed an FSM based incremental and mutation testing approach for the implementations that have more states than their specification, where user defined faults are implemented in an arbitrary way.
Clark et al. [48] described semantic mutation testing, which mutates the semantics of the language in which the description is written rather than mutating the description. Since mutations on the semantics of the language may cause possible misunderstandings of the description language, a different class of faults are created. They demonstrated their approach with statecharts and C code. Aichernig et al. [49] proposed a test case generation methodology supporting a wide range of UML constructs. Their methodology is grounded on the formal semantics of Back’s action systems and input–output conformance relation. Their algorithms for test case generation work on the level of labelled transition system (LTS), the UML state machine model defined by the user to be converted into an LTS via action systems. Their methodology employs mutation operators on the level of the specification to insert faults and generates test cases that will reveal the faults inserted. In another research, Aichernig and Jöbstl [50] developed an approach for refinement checking of action systems as a first step for test case generation from mutated action systems.

Object-Z [51] is an extension of Z to facilitate specification in an object-oriented style. Object-Z preserves all Z’s syntax and semantics. Therefore, a Z specification is also an Object-Z specification. Object-Z does, however, extend Z with the object-oriented notions, for example, encapsulation, inheritance, and polymorphism, which are embodied in the class structure in Object-Z. The ideas used in implementation-based mutation take the types, variable names, and operators as the main source for mutants. Stocks [52] pointed out that these ideas can also be applied to Z specification and presented the mutants for the logic, set, and relation operators. Liu and Miao [53] named the mutation operators described by Stocks [52] as traditional mutation operators and proposed a set of additional operators. They presented five categories of mutation operators for an Object-Z specification: traditional mutation operators, Z-specific features, visibility, inheritance, and polymorphism. The first two categories are designed for a Z specification. The last three categories are designed for object-oriented features in an Object-Z specification.

Woodward [54] proposed OBJETEST, a prototype testing system for algebraic specifications. The algebraic specification language considered in the study is a version of OBJ implemented at UMIST [55] and subsequently marketed under the name ObjEx. Woodward used five types of mutation operators: alteration of operator attributes, replacement of non-constant operators in equations, replacement of constant operators in equations, replacement of VAR symbols in equations, and large-scale equation mutation.

Lee and Offutt [56] proposed a technique for using mutation testing to test the semantic correctness of XML-based component interaction. They introduced the Interaction Specification Model (ISM) to specify web software interaction. Two initial mutation operator classes were also proposed. Xu et al. [57] introduced a similar but more sophisticated approach. This approach is mainly different from [56] in that it mutate not XML directly but XML schema. A formal model for XML schema is also defined and a method to create a virtual schema when XML schemas do not exist is presented. Based on this formal model, they proposed mutation operators (called perturbation operators by Xu et al. [57]) that perturb the XML schemas. Test cases (as XML messages) were generated to kill the perturbed XML schema. Li and Miller [58] used the mutation technique to test semantics of W3C XML schema. It focuses on the flaws related to W3C XML schema special features, such as namespace, inheritance, element and attribute declaration, type facets, and so on. They presented a set of mutation operators to test for faults in the use of an XML schema.

Feature models used in software product lines describe the constraints that link the features to products and allow the configuration of tailored software products. A software product line containing hundreds of features may result in millions of possible software products. Therefore, testing a software product line is challenging due to the number of the possible products. Henard et al. [59] proposed two mutation operators to derive erroneous feature models (mutants) from an original feature model and assess the capability of the generated original test suite to kill the mutants. They showed that dissimilar tests suites have a higher mutant detection ability than similar ones.

Fuzz testing, or fuzzing in short, is a negative testing approach for robustness testing [60]. Some fuzzing approaches use models of protocols to generate test inputs [61, 62]. Set of test inputs can be extended by mutating the model under consideration. For instance, Zhang et al. [63] used a mutation-based approach for detecting implementation flaws of network protocol through fuzzing. Similarly, test inputs for fuzzing can be generated by mutating input grammars [64].

Ammann and Black used mutation testing and model checking for automatically producing tests from formal specifications [44] and measure test coverage on the specification itself [65]. To generate tests, the mutation operators are applied to all temporal logic clauses, resulting in a set of mutant clauses. The model checker compares the original state machine specification with the mutants. When an inconsistent clause is found, the model checker produces a counterexample if possible, and converts it into a test case. To measure the coverage of a test set, each test is turned into a finite-state machine that represents only the execution sequence of that test. Each state machine is compared by the model checker with the set of mu-
tants produced previously. Black et al. [66,67] refined the mutation operators defined by Ammann et al. [44] and proposed new ones to be applied in the same approach that combines mutation testing and model checking.

Test case generation using model checking is one of the test case generation techniques, such as an ESG-based test generation technique given in Fig. 2, and an FSM and SC-based test generation technique given in Fig. 3. Our mutant generation, execution and classification algorithm presented as Algorithm 1 uses any given test generation algorithm $\Phi$, which could be also a test case generation technique using model checking. Therefore, it is generic, whereas the approach presented in [44] is specific. Moreover, our approach classifies mutants and investigates their properties, which is beyond the scope of [44].

In [44], two mutation operators $M_1$ and $M_2$ are used to introduce mutations to the state machine. $M_1$ “changes condition $c_i$ by conjoining an additional condition $w = e$ for some variable $w$ and some possible value $e$” [44]. $M_2$ “changes those conditions $c_i$ which are multiple conjoined conditions by deleting one of the conditions” [44]. It is written that “other candidate mutant operators that we may use are changing the new value $e_i$ to some other possible value, deletion of $c_i : e_i$; pairs, and replacing variables in some $c_i$ with other variables of compatible type” [44]. It is indicated that “this list is clearly not exhaustive, but it does produce a set of mutants with reasonable coverage properties, as we document subsequently” [44]. However, “reasonable coverage” is not explained in a formal or systematic way. Moreover, why $M_1$ and $M_2$ are preferred over other candidate mutant operators listed in the paper is not explained.

Candidate mutant operators given in [44] do not include, for instance, addition of a new $c_i : e_i$; pair or negating one of the variables in some $c_i$. It is not explained why are they not included. Our observation is that in the literature there is no broadly accepted, systematic approach to fault model classification and generation, but instead experience-based approaches. [44] presents also an experience-based approach. The follow-on works of [44] by Belli and Guldali [68,69] extended the idea of using model checkers for test generation by generating a series of faulty models as inputs to a model checker to generate test cases, instead of solely one model.

The approach represented by Offutt et al. [70] thoroughly differs from the approach in the present paper for the following reasons explained in [71]. Offutt et al. [70] used grammar-based models and mutation operators, namely for duplication, deletion, and replacement of nonterminal and terminals of a given grammar. Belli and Beyazit [71] avoid the use of these operators for the following reasons:

- First, all of the operators, except nonterminal duplication, can be realized by using the combinations of the event-based operators.
- Second, and more critical reason, nonterminal duplication is not type-preserving. Consequently, if this operator is applied to an RG (Regular Grammar), the mutant can become a CFG (Context-Free Grammar); that is, the type of the original model is injured.
- Apart from likely improper manipulation of the functionality and expressive power of the original grammar, this kind of mutation has severe impacts on decidability features relative to the undecidability of the equivalence of generated CFG-type mutants.

In [71], this drawback is exemplified using the regular grammar in Fig. 8a that is drawn from an example used by Ammann and Offutt [72]. Belli and Beyazit have slightly, nevertheless equivalently, reformatted the example for saving space. The nonterminal duplication mutant in Fig. 8b is a CFG.

One of the major differences between all the mutation techniques discussed above and the MBMT proposed in this paper is that the former empirically determine a (possibly very large) set of mutation operators based on selected fault models, whereas the latter uses two elementary mutation operators — insertion and omission, and perhaps their combinations as well, if necessary. Insertion and omission mutation operators are also applicable to other models in addition to graph-like models. In [73], Belli et al. applied these two basic mutation operators to pushdown automata. Belli and Beyazit showed the use of these two basic mutation operators on regular expressions in [74] and also on regular grammars in [75].

7 Conclusions and Further Work

An innovative model-based mutation testing (MBMT) approach (see Fig. 5) has been proposed to generate mutants based on the model of the system under consideration (SUC), thereby injecting faults into the model rather than the implementation. In contrast to the code-based mutation testing (see Fig. 4), MBMT enables not only the application of mutation testing when source code of SUC is not available but also the evaluation of the fault detection capability (in terms of revealing faults in the SUC) of test sets generated based on the mutants. Another significant difference is that code-based mutation testing typically uses a small to medium-sized set of operators (e.g., 22 operators in Mothra [29]) with some studies using a much larger set (e.g., 77 operators for programs in C [5]), which often makes the mutation testing difficult to use. Our pro-
posed approach only uses two elementary mutation operators – *omission* and *insertion*. The syntax of these operators is explained by means of directed graphs (DG), which are then semantically enriched and exemplified using a collection of graph-based models (ESG, FSM, and SC). We have also demonstrated that these two elementary operators using systematic iterations and combinations can replace many mutation operators presented in the literature. The third difference is that mutants generated using MBMT should be classified into more categories as described in Fig. 6, rather than just live, killed and equivalent mutants as in the code-based mutation testing.

Three case studies were conducted to evaluate the applicability of the proposed MBMT approach on industrial and commercial real-life systems (namely, Real Jukebox, ACC and RSM13; see Section 5.1) and assess how likely that test sets generated to kill the ESG-based eO, sl and sO-mutants and the SC-based stO, tl and tO-mutants can also detect faults in SUC. Our experimental data shows that indeed MBMT can help testers detect faults in systems that were already released for public use. It is especially worth noting for the third case study as the system was tested by a German authority for testing and certification of technical systems, but the faults detected by our approach were not revealed. Also, the faults detected by MBMT in the first two case studies were not previously known to the manufacturers (i.e., were not detected by the manufacturers before they released the systems). Results from our case studies indicate that test sets targeting the sl and tl-mutants are not only more likely to detect faults in SUC (see TABLES 6, 7 and 8), but that the sl and tl-mutants are more easily killed than the sO, tO, eO, and stO mutants (see TABLES 3, 4 and 5). We conclude that, when testing resources are constrained, it is more efficient to focus on the sl and tl-mutants before turning to the sO, tO, eO, and stO mutants.

Our future work includes, but is not limited to, the use of different models such as General Net Theory (Petri nets), algebraic models like (extended) regular expressions, and generic rewriting systems like formal grammars, as well as various test generation algorithms to satisfy other criteria in addition to just covering all event sequences of length 2 for ESG and all transition sequences of length 1 for SC. Case studies using different types of mutants (including higher-order mutants) and more systems from different application domains are also underway.
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