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Abstract

Much interest, especially by banks and insurance companies is paid to detect arithmetic anomalies and inexactness of arithmetic expressions. Numerous examples in the past show that although mathematical methods for correct implementation of arithmetic expressions exist and are well understood, many programs contain arithmetic anomalies, impreciseness or faults.

Software tests based on conventional coverage criteria [3] and functional tests are not well-suited for detection of these faults. The detection of arithmetic anomalies by these methods strongly depends on the adequateness of test-cases. The selection of effective test-cases needs a lot of effort to detect context-sensitive arithmetic inexactness.

In this paper we introduce a novel approach for detecting arithmetic anomalies. The method will be based on the specification of fault classes combined with the transformation of the program under test into a predicate logic model. The number of potential context-sensitive faults will be deployed as a criteria to precisely select modules in large software-systems to increase the test effectiveness.

1 Introduction

For a large scale of software products it is a fundamental requirement to provide correct arithmetic calculations. Even if algorithm for the correct implementation of arithmetic calculation exists [17, 12], a large scale of re-engineered programs as well as new implementations contain arithmetic faults or inexactnesses caused by errors of programmers or inexactness of compiler, arithmetic unit of the computer, a.s.o.. Most of these faults are well-known. They could be classified in fault classes. To define these faults is the first step to reveal them, no matter which method will be used. There are several ways to classify faults. One fault classification is distinguished in computational errors and domain errors. Domain errors can be further broken down in two classes, path selection errors and missing path errors [19]. These are classifications oriented on the affects in the control-flow or output of the program. For detecting classified faults it is useful to build fault oriented classes, e.g. classes who build a upper set of faults. In this case it is possible to analyze the fault structures for typical common attributes. This enables an easier detection of a large scale of faults by detecting common attributes of a class first. Following some examples for fault classes:

- Faults caused by numerical overflow and underflow:

  An overflow condition occurs, when the result of numerical calculation is too large for the program to handle. Underflows occur in floating point calculations by inaccuracy in the fractional part.

- Wrong order of operators:

  These is a class of errors based on the priority of operations. For example, if ** represents exponenion, so 2 ** 3 is two cubed. Is 4 * 2 ** 3 equal to 36 or to 512? Another kind of fault of this class occurs by function calling. The execution of the following example is non deterministic: \( f(x, y) + g(y) \). If variable \( y \) is manipulated in function \( f \) or \( g \) and if it is a call by reference, the result depends on the sequence of derivation.

- Faults by the lack of precision in the calculation of arithmetic expressions:

  E.g. the calculation of the following example \( z = \frac{x+y}{2} \) with float \( x=2.4 \), float \( y=2.4 \), float \( z \) derives 2.4000000953674316 on the used machine and compiler.

- Faults caused by successive executions, even if mathematical rules are correct implemented, e.g.
rules over distribution, association, ...: Even if mathematical rules are correct implemented, faults could occur because of the limited exactness of number representation, e. g. the result of the following equation could depend on the sequence of execution \( z = \frac{1000}{y} \). If \( y \) is a large value and the division is executed before the multiplication, in some cases the division cause an underflow. The multiplication with a big factor brings the inexactness in the derivation.

Detecting these faults in the program implementation needs considerable amount of effort. Conventional Software-test methods which are provided by commercial test tools cannot reveal these faults. The detection depends strongly on the selection of test cases, which produce a marginal value at a critical point of the program. An effective way to detect arithmetic anomalies are code reviews [4]. The disadvantage of this method is the great effort and the lack of automation.

Proving by formal methods also symbolic execution appears to be the ultimate technique for producing reliable programs. Unfortunately the practical accomplishments in this area fall short of a tool for routine use [11]. Especially for detecting potential context-sensitive faults, which often causes arithmetic failures, cannot be detected by these methods. Such faults endanger Software, especially embedded in safety-critical and capital intensive systems. Once these potential faults are defined by a formal specification, the program could be analyzed to check the presence of these anomalies. Therefore, it is necessary to find a useful, formal representation of the program to be analyzed. By analyzing the program directly, for each potential fault the parser must be prepared. The effort to realize this is considerable high. A vital requirement to solve this problem is to model the program in a practicable way before analyzing. This paper presents our approach to detect defined arithmetic anomalies by transforming the program under test in predicate logic.

2 Overall Structure

The critical program point is defined by the definition of the potential fault. E. g. it is a program point were a potential fault or error could affect the control-flow or output of the program. In this case it produces a failure. As critical program point we define \( CPP(v, l, \text{Def}) \), consists of a critical node or statement at location \( l \) for a variable \( v \) based on a specific fault definition \( \text{Def} \). Of course we cannot generate test cases automatically which produces a marginal value for \( v \) at location \( l \), but we can reduce the program complexity by building static slices and find dependences of all statements in the program that affect the current value of a variable \( v \) at location \( l \) for a potential fault definition \( \text{Def} \). With this data we could build a static slice \( SPS(P, v, l, \text{Def}) \) consists of all statements in the given program \( P \) that effect the variable \( v \) at location \( l \) for a given fault definition \( \text{Def} \). We define a Program \( P \) with its control-flow graph and its data-flow. The control-flow is a set of directed edges \( E \) to describe the possible transfer of control from a node \( n_i \) to a node \( n_j \), with \( n_i, n_j \in N \) and \( N \) is the set of all program nodes. A path is a sequence of nodes \( path(n_s, n_e) = (n_s, n_2, ..., n_{e-1}, n_e) \) with \( n_s \) is a unique entry node and \( n_e \) is a unique exit node. Now we could define a set of critical paths \( CP(S, CPP(v, l, \text{Def})) \) were \( S = (n_{s1}, n_{s2}, ..., n_{sk}), k \in N \cup CPP(v, l, \text{Def}) \) describes a vector of starting nodes and the critical node \( CPP(v, l, \text{Def}) \) is the exit node.

2.1 Predicate Logic

We use first-order predicate logic to model the program under test in PROLOG-clauses. Logic programs consist of a finite set of definite Horn clauses. Horn clauses are universal quantified disjunctive clauses with at most one positive literal. These are classified in three types called fact, rule and goal. Definite clauses, or program clauses are facts and rules. A rule has a head \( A \) and a body \( B_1, ..., B_n \). As usual, we denote Horn clauses by

\[
\begin{align*}
A, & \quad \text{(fact)} \\
A & \leftarrow B_1, ..., B_n, \quad \text{(rule)} \\
& \leftarrow B_1, ..., B_n. \quad \text{(goal)}
\end{align*}
\]

A fact states something which is true, a rule has the meaning that its head \( A \) is true provided that the conjunction of its body literals \( B_1, ..., B_n \) is true. A goal is used to activate a logic program \( P \), i.e., it is a question if the conjunction of the literals \( B_1, ..., B_n \) follows from \( P \) [5]. The representation in PROLOG-clauses enables execution of the program model and the call of the specified potential faults as goal. The goal is a call of a PROLOG-rule that specifies the fault to be detected in the program. The call of a fault specification initiates the program analysis.

2.2 Slicing

The definition of a program slice differs lightly in different papers. There are two main classes of slicing criteria.

Static Slicing

In Weiser's approach, slices are computed by computing consecutive sets of transitivity relevant statements, according to data flow and control flow dependences. Only statically available information are used to compute slices [18, 16]. Weiser defines a static slice as an executable
subset of statements of a program. The static slicing criteria could be further break down in two types [10]:

- The static slicing criterion $C = (p, v)$ requires the computation of a static slice with respect to a program point $p$ and a variable $v$, which is not necessarily used or defined at $p$ [18, 8].

- The static slicing criterion $C = (p, v)$ requires the computation of a static slice with respect to a program point $p$ and a variable $v$, which is used or defined at $p$ [14].

The computation of static slices is shown as a reachability problem in a program dependence graph [9], i.e., data dependence and control dependence. Weiser computes slices with respect to a set of data flow equations [18]. Figure 1 shows an example for a static slice $C = (p, v)$, with variable $v = prod$ at the program point $p$, with $p$ is the output of the calculation for variable prod in line 13.

```
1 program calc;
2 var x, prod, sum, n: integer;
3 begin
4   prod := 1;
5   sum := 0;
6   read(x, n);
7   while n > 0 do begin
8       prod := prod * x;
9       sum := sum + x;
10      n := n - 1;
11   end;
12   write(sum);
13   write(prod);
14 end.
```

Figure 1. An example program which calculates the $n$ power and $n$ sum of $x$.

Dynamic Slicing
The second main class of slicing criterion is dynamic slicing. The dynamic slicing criterion $C = (x, p, v)$ requires the computation of a dynamic slice of a program executed on input $x$ with respect to an execution point $p$ and a variable $v$, which is not necessarily used or defined at $p$ [1, 6]. In the case of dynamic slicing, only dependences that occur for a specific execution based on an input $x$ are taken into account. A dynamic slice is build by a trace of the program. It is very well regarded by a variation of flow-back analysis [2].

The difference between static and dynamic slicing is that dynamic slicing assumes fixed input for a program, whereas static slicing does not make any assumptions regarding the input. In this paper we use static slicing to reduce the complexity of the program. Therefore we use the static slicing definition of Weiser [18], e.g., we build executable static slices. The difference of our approach is, that our slices depend on the definition of a fault to be detected. In case of our approach it could be useful to manipulate the slice of the program to verify the expected output with the actual output. We defined the location of the considered program point $p$ as the critical node $CPP(v, l, Def)$. Therefore it is important, that the static slice contains the critical path $CP(S, CPP(v, l, Def))$. A static slice includes the critical path, if all variables affect $v$ at location $l$ directly. In this case $C = (p, v) \subseteq CP(S, CPP(v, l, Def))$ for a potential fault Definition $Def$. It could be useful to handle the definition in this way for considering pointer and structures. Before explaining our slicing technique on an example, we give a brief instruction to program modeling based on predicate logic.

3 Program Modeling in Logic Structures

In this section we summarize the terminology to be used in the paper, without being complete and formal in order to brief our analysis and modeling approach. We model the program in three types of facts.

- Facts to describe the data flow.
- Facts to describe the control flow.
- Facts to describe the program instructions and to couple the data flow with the control flow.

The facts to describe the data flow are outlined in the typical manner of variable use, e.g., d-use for the definition of a variable, c-use for the computational use of a variable and
p-use for the predicative use of a variable [15, 7]. The data flow of the program is modeled in the following PROLOG-facts:

- d_use(<variable name>, <line number>, <operation>).
  (Convention for the representation of the d-use of variable variable name consists of line number to identify the location of the definition of the variable and the operation manipulating the variable.)

- c_use(<variable name>, <line number>).
  (Convention for the representation of the c-use of variable variable name consists of line number to identify the location of the computational use of the variable.)

- p_use(<variable name>, <line number>, <operation>).
  (Convention for the representation of the p-use of variable variable name consists of line number to identify the location of the predicative use of the variable and the operation using the variable.)

The variable name defines the specifier of the variables data-flow. The line number specifies the line in which the variable is used. The operation declares the manipulation or use of the variable. The program under test is expressed by the parser to instrument the program (adding of line numbers, write each instruction in a new line) for identification of the variable use by line numbers.

The possible control flow of the program is modeled in directed edges of the form:

\[
\text{edge(<line number>, <line number>).}
\]

The first line number identifies the start line of the edge, the second line number identifies the end line.

The third type of PROLOG-facts generated describes the program instructions. Examples are:

**Functions:**

\[
\text{func(<line of function head>, <function name>).}
\]

**Statements:**

\[
\text{state(<line number>, <list of data-flow predicates>).}
\]

**Decisions:**

\[
\text{decision(<line number>, <if, else, switch>).}
\]

**Loops:**

\[
\text{loop(<kind of loop>,}
\]

Figure 3. An example program which calculates the average of two scores of a student.

\[
\text{main() } \{ \\
\text{float x, y, average; } \\
\text{while(\text{scanf("%f \%f", \&x, \&y) > 0}) } \{ \\
\text{if(x < 1.0 || x > 5.0) } \{ \\
\text{printf("Wrong input of mark x \%f", x); } \\
\text{ } \\
\text{if(y < 1.0 || y > 5.0) } \{ \\
\text{printf("Wrong input of mark y \%f", y); } \\
\text{ } \\
\text{else } \{ \\
\text{average = (x + y)/2; } \\
\text{if(average <= 2.4) } \{ \\
\text{printf("Give Admission\n"); } \\
\text{ } \\
\text{else } \{ \\
\text{printf("Admission declined\n"); } \\
\text{ } \\
\text{end block: } \{ \\
\text{end(<line number>, <kind of structure>, <line of structure>). } \\
\text{ } \\
\text{Inputs: } \{ \\
\text{input(<list of variables>). } \\
\text{ } \\
\text{Outputs: } \{ \\
\text{output(<line number>, <list of outputs>). } \\
\text{ } \\
\text{Declarations: } \{ \\
\text{declaration(<line number>, <type>, <list of variables>). } \\
\text{The line number specifies the line of the instrumented file to locate the instruction presently under work. The list of data-flow predicates contains the names of the variables which are manipulated or used by the specified command. They close the connection between data flow and control flow. Inputs could also be seen as a definition use of the variable but they have the character of a start-node. Thus, it is useful to model them separately. These clauses contain all informations required to generate the fault specification based static slices.}
Example
Following we generate a model for the example program in figure 3, written in C. It calculates the arithmetic average of two scores of a student. The data flow of this program could be modeled in following clauses:

declaration(2, float, [x, y, average]).
d_use(average, 10, average = (x + y)/2).
c_use(x, 10).
c_use(y, 10).
p_use(scanf, 3, scanf > 0).
p_use(x, 4, x < 1.0 || x > 5.0).
p_use(y, 7, y < 1.0 || y > 5.0).
p_use(average, 11, average <= 2.4).

The directed edges model the possible control flow of the program. It only contains the edges of a control flow graph and does not respect predicates in decisions. The potential possible control flow of the program in figure 3 has the structure below.

edge(1,2). edge(2,3). edge(3,4).
edge(3,19). edge(4,6). edge(4,5).
edge(5,6). edge(6,18). edge(6,7).
edge(7,9). edge(7,8). edge(8,9).
edge(9,17). edge(9,10). edge(10,11).
edge(11,16). edge(11,12). edge(12,13).
edge(13,16). edge(13,14). edge(14,15).
edge(15,16). edge(16,17). edge(17,18).
edge(18,3).

The third type of rules coupling the data flow with the control flow and representing the program instructions are outlined in the following PROLOG-notation:

func(1, main).
loop(while, 4, [input, p_use(scanf)]).
decision(4, if, [p_use(x)]).
state(5, [output]).
decision(6, else, [p_use(x)]).
decision(7, if, [p_use(y)]).
state(8, [output]).
decision(9, else, [p_use(y)]).
state(10, [d_use(average), c_use(x), c_use(y)]).
decision(11, if, [p_use(average)]).
state(12, [output]).
decision(13, else, [average]).
state(14, [output]).
end(15, decision, 13).
end(16, decision, 9).
end(17, decision, 6).
end(18, loop, 3).
end(19, func, 1).

Program modeling is also a powerful method to handle pointer. We could represent a pointer in a predicate structure containing the pointer name, the name of the structure to be pointed to and a symbolic address.

pointer(<pointer name>, <points to>, <symbolic address>).

The symbolic address is important to handle arrays or strings, where manipulations directly on the address are useful. The symbolic address is also a fact containing the value or program part to be pointed to. Of course we cannot model an exact copy of the storage but this is not necessary for static slicing. The lack in this case is the direct address calculation. This could not be handled using this model. The functionality is limited by address calculations of arrays or strings, where the address of each element n directly follows the address of element n - 1. Finally we have to distinguish if a manipulation of a pointer affects the address or the element to be pointed to. Therefore we use the C-typical notation (reference = & , dereference = *) ahead of the variable name. In the model structure we replace variable names in the presence of pointer with the fact defined above.

4 Detecting Arithmetic Anomalies

The method we introduce is a static analysis of the program code. The analysis process will be carried out in following steps.

1. Define potential faults as knowledge base for the static analysis.
2. Generate a predicate logic model of the program under test.
3. Select potential faults in the program under test.
4. Find critical paths in the program.
5. Build static slices containing all dependencies of the variable v at location l for a given fault definition Def.

The representation uses first-order predicate logic clauses suited for automatic processing with PROLOG. This has several advantages e.g. portability for different programming languages and flexibility in building program-slices [16]. The parser is the well-defined interface between the imperative program and the logic structure. The definition of classified faults in form of PROLOG-clauses has the character of a specification.

Static analysis for arithmetic faults is performed using the clause representation of the program in connection with a database containing classification of arithmetic faults. The analysis is started by the call of a PROLOG-rule which declares the fault class. Depending on this fault class, slices
for a specific variable under test will be extracted containing the manipulations of the data-flow of this variable. In connection with the control-flow of the considered variables it is possible to automatically generate hints to potential arithmetic anomalies. The test-report lists the paths of the detected anomalies. The number of detected potential faults is a criteria to select modules in large software-systems to increase the effectiveness of tests in case of correctness of calculations. Figure 1 shows the general method to detect specified arithmetic anomalies.

Before demonstrating the methodology on a small example, in following the program modeling and the representation in predicate logic will be explained and depicted by examples.

Consider the example in figure 3. It contains a potential fault of the class lack of precision in the calculation of arithmetic expressions. We assume that the average must be under 2.4 to succeed a test.

The test-run with input values \( x = 2.4 \) and \( y = 2.4 \) derives the average of 2.4000000953674316 on the used compiler. This inexactness in calculation of the average declines the admission of the student. In this case the critical node is the decision in line 11. We define the potential fault in the following five definitions, which are effortless to implement in PROLOG-clauses. The definition is of the class lack of precision in the calculation of arithmetic expressions. We define this class as \( \text{Def} = \text{dp} \).

Definition of the fault class \( \text{Def} = \text{dp} \):

Let \( D \) be the set of all clauses to describe the data-flow and \( E \) all clauses to describe the possible edges.

**Definition 1** \( Tr \) is the closure of the variable \( x \), when

\[
Tr(x) = \{d.use(V, \_ \_ ) \in D | V = x \} \cup \{p.use(V, \_ \_ ) \in D | V = x \}.
\]

**Definition 2** A path from \( a_1 \) to \( a_n \) is a sequence

\[
path(a_1, a_n) = (a_1, a_2, \ldots, a_{n-1}, a_n)
\]

with \( a_1 \) as starting node and \( a_n \) as end node, if there exists a set of edges

\[
edge(a_1, a_2), \ldots, edge(a_{n-1}, a_n) \in E.
\]

A path \( (a_1, a_2) \) is cycle-free, if its elements are disjunct.

**Definition 3** The set of predicative data-flow paths for a definition \( d.use(x, n, \_ \_ ) \) of a variable \( x \) is the set of

\[
PD(x, n) = \{ P_1, \ldots, P_k \} \\
\text{at which } P_i \text{ is a cycle-free path from } n \text{ to } m \text{ with } p.use(x, m, \_ \_ ).
\]

**Definition 4** An arithmetic expression is called complex, if it contains a minimum of one arithmetic operation.

**Definition 5** A potential fault \( C(x) \) exists in a program, if

\[
C(x) = \{d.use(x, n, T) \in Tr(x) | T \text{ is a complex arithmetic expression } \land PD(x, n) \neq \emptyset \}.
\]

Figure 4. Static Slice for the example program in figure 3.

In this case the critical node \( \text{CPP}(v, l, \text{Def}) \) is the decision in line 11 for variable \( \text{average} \) with respect to the fault definition \( \text{Def} = \text{dp} \) \( (\text{CPP}(\text{average}, 11, \text{dp})) \). The critical path \( \text{CP}(S, \text{CPP}(\text{average}, 11, \text{dp})) \), with \( S = (10, 11) \). The example in figure 4 only contains one critical path of the defined potential fault. The number of possible path is finite, because we are looking for cycle free paths. We generate the static slice in following steps:

1. Detect the type of the variable to be analyzed. In the example real numbers are critical. To detect potential faults of the defined type with respect to variable \( \text{average} \), we detect the declaration fact:

\[
\text{declaration}(2, \text{float}, [x, y, \text{average}]).
\]

2. Detect the critical path and the critical node respecting a given definition of a potential fault. In the example, we first have to look for the p-use and d-use of a variable. The p-use of the variable is the critical node. The definition of the variable must contain an arithmetic expression on the right side of the equation. This is the reason for inaccuracy. After that we have to detect all possible directed edges from the definition to the predicate use of the variable. These are the critical paths. If a critical node and a critical paths exist, we have detected a potential fault of the given definition. The facts defining the critical path of the example are:

\[
\text{d_use}(:\text{average}, 10, \text{average}= (x + y) / 2).
\]

\[
\text{p_use}(:\text{average}, 11, \text{average} <= 2.4)
\]

3. Detect the dependences on the critical paths.
4. For each critical path, find the computing variables. In this case variables \( x \) and \( y \).
\[ c_{use}(x, 10) \quad c_{use}(y, 10) \]

5. Detect the possible paths of the affecting variables to a node of the critical path. In the example we find the paths \( P(x) = (3, 4, 6, 7, 9, 10) \) and \( P(y) = (3, 4, 6, 7, 9, 10) \).

6. Connect the critical path and the path of dependencies in the right order.

7. Outlining the statements and nodes on the found paths generates a static slice for each critical path.

Figure 4 shows the slice respecting the critical path. In the presence of several critical paths, we generate a static slice for each critical path, if the new slice differs from existing slices. The generated slices are executable. The generated slices turns the testers eyes toward to critical program parts and helps him to select efficient testcases. The testcases are executable on the slice. Therefore we add an input and output statement in the slice to provide testinputs and to verify the actual result with the expected results.

A testreport supports the tester to construct testcases. The testreport contains expressed data selected by analysing the program under test. The data below shows the standard output of a testreport for the example program.

- Number potential faults of a defined fault class.

Potential faults of type: dp: 1

- Description of initiation of the critical path.

expression: \( \text{average} = (x + y)/2 \) 
line 10

- Description of the critical node.

critical node: \( \text{average} \leq 2.4 \)

- Description of the critical expression.

expression: \( (x + y)/2 = 2.4 \)

- Description of the relevant variables used in the arithmetic expression.

definitions: \( x \) input, \( y \) input

- List of predicates in decisions on cycle-free paths from the definition of the variable to the predicative use of the variable.

variable \( x \): \( x < 1.0 \mid\mid x > 5.0 \) Line 4
variable \( y \): \( y < 1.0 \mid\mid y > 5.0 \) Line 7

- Conditions to reach the predicative use of the variable on paths \( \text{Dep}(CP) \).

Conditions on critical path:

5 Related Work

Most of the popular approach to build slices are based on graph oriented methods. Slices are build for a node at a specific location for a specific variable. In our approach we select these data based on fault definitions. Therefore we generate a knowledge base containing classified faults. We extract common features of each fault class to reduce the effort for fault detection and to detect a large group of faults. The fault definition is not a program specification, it is a data base containing the knowledge about potential arithmetic faults. Based on these faults we detect critical nodes and critical paths. The detected critical parts of the program are sliced to reduce the program complexity and to help the tester in finding efficient testcases to reveal if a detected potential fault could cause a failure.

A program model based approach for generating static slices is presented. Slices are extracted, containing all relevant parts of the program to detect arithmetic faults based on a fault specification. The extracted slices differ lightly from the popular slice presentations. DeMillo, Pan and Spafford [13] present a method for critical slicing for fault localization in a debugging process. They have shown that critical slicing provide a cost-effective method of significantly reducing the search domain. In their study the reduction from the whole program was around 64% and 80% of their obtained critical slices contain faulty statements. Their method is based on dynamic slicing for given testcases.

We use static slicing to reduce the program complexity. Our method is based on a program model and a data base for potential fault definitions. In the presented work, the extracted slices are depending on these fault definitions. The data selection from the predicate logic model is effortless because it has the form of a specification. In the present work we use our knowledge about arithmetic anomalies to extract critical program slices. The method is effective in all kinds of generating program slices containing context sensitive faults, anomalies or data dependences.

6 Concluding and Future Work

Detecting arithmetic anomalies, inaccuracy and faults is still an effort work. A lot of programs do not comply the requirements for calculations. In this paper we have presented an approach for static slicing based on a predicate
logic program model. We complete the model using pointer and functions. We have to complete the requirements for static slices of programs containing complex and dynamic data types. The presented method is in our previous work used to count the number of potential faults in large program systems to find arithmetic critical program modules. Especially banks and insurance companies pay a lot of interest in detecting arithmetic inaccuracy. Slicing is an efficient way for reducing the program complexity and to help the tester detecting critical program parts. Detecting arithmetic inexactness or faults strongly depend on the selection of test cases. Most failures are produced by marginal values at a specific program point. The detection of this values takes a lot of effort. We cannot generate testcases to produce a marginal value at a specific location in the program but we can locate potential critical program slices.

Program modelling using an executable predicate logic is a very efficient method for selecting data. It is also a well defined interface for different program languages.

In future work we have to examine if it is possible to generate effective testcases automatically to determine if a potential fault produces a failure in some cases. Additionally we have to describe exactly, which data we need for these testcase generation and how efficient the method could be. Therefore it is maybe possible to adopt existing methods to the special requirements of our approach adding heuristics of the program model. We also have to examine if the presented method is useful to generate dynamic slices for iterative generation of effective testcases.
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